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Mr. Suarp. Thank you very much, Dr. Firor. We are going to
take a break for probably 10 or 15 minutes as we go over to vote
and come back and then we will be happy to hear from our other
two witnesses before we have questions for the panel.

Thank you.

[Brief recess.]

Mr. Suarp. Thank you very much for your patience with the
House schedule. Dr. Hansen, we’ll be very pleased to hear from you
at this point. We were just discussing during the break how we can
start solving problems. We’re not that good, I'm afraid.

STATEMENT OF JAMES E. HANSEN

Mr. HanseN. Thank you for the opportunity to testify today on
tlgfe greenhouse effect, or, as I sometimes call it, the hothouse
effect.

My testimony today is based in large part on research carried
out with my colleagues at the NASA Goddard Institute for Space
Studies, which is located at Columbia University in New York City.
Before I present our results, I'd like to state that the fact that
NASA has approved presentation of our scientific research results,
does not imply that NASA has taken a policy position with regard
to the greenhouse effect.

Also, I would like to point out that our scientific results are
recent. Some are still in press or in preparation and we do not
expect every scientist to agree with all of our results. I will address
questions of scientific uncertainty in my remarks.

My principal conclusions are; number one, the earth is presently
warmer than at any time in the history of instrumental measure-
ments. Number two, the greenhouse effect is probably the principal
cause of the current global warmth. Number three, our computer
climate simulations suggest that the greenhouse effect is already
large enough to begin to affect the probability of extreme events
such as summer heat waves.

[Slide]

Mr. HanseN. My first conclusion is illustrated by the first Vu-
Graph which shows the global temperature over the period of in-
strumental records, which is about 100 hundred years—based on
measurements at about 2,000 meteorological stations located
around the world. The present temperature is the highest in this
period of record. The rate of warming in the past 25 years is the
highest on record. During 1988, so far, is so much warmer than
1987, that barring an improbable cooling during the rest of the
year, 1988 will be the warmest year on record. The 5 warmest
years, counting 1988, all occurred in the 1980’s. So there's no real
doubt or scientific dispute that the earth is getting warmer at a
rapid rate.

My second conclusion is that the greenhouse effect is probably
the principal cause of the global warming. This conclusion requires,
first, that the observed warming be larger than natural climate
variability and, second, that the magnitude and nature of the
warming be consistent with the greenhouse mechanism.

These are difficult and complicated issues and yet they are
simple, because the simple fact of the matter is that the earth in
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the past 25-30 years has warmed by an amount which is three
times larger than the magnitude of the typical natural climate
fluctuation. We can therefore state with a high degree of confi-
dence, that it is a real warming trend—not a chance fluctuation.

In my opinion, we can say this with about 99 percent confidence,
but I'm aware that there are questions about exactly how you
define that confidence. It may be better if I simply state that it is a
high degree of confidence and thereby avoid discussion with some
of my colleagues, which discussion can simply confuse the issue.
Now, the second half of the problem: are the magnitude and nature
of th‘;a observed warming consistent with the greenhouse mecha-
nism?

Again, this is a complex issue and we don’t have time for details
here. The simple answer is, yes, the magnitude and trend of the
global temperature rise are similar to what is expected and com-
puted for the greenhouse effect and so is the next level of detail in
the climate change—the spatial and seasonal distribution of the
warming.

All together, the evidence that the earth is warming by an
amount which is too large to be a chance fluctuation and the simi-
larity of the warming to that expected from the greenhouse effect,
represent a very strong case, in my opinion, that the greenhouse
effect has been detected and is changing our climate now.

M{ third conclusion concerns the impact of the greenhouse effect
on the likelihood and the severity of heat wave drought situations.
We have used our global climate model for numerical simulations
of the greenhouse effect on a large computer. These climate models
are not yet sufficiently realistic to reliably simulate regional cli-
mate patterns, but they can give us an indication of the magnitude
of expected greenhouse climate changes and how these compare to
natural climate fluctuations.

What we find is that the greenhouse effect, as yet, is quite a bit
smaller than the natural fluctuations of climate which occur from
year to J'ear at a given place. So, please don’t call me next season if
it'’s cold in Indiana, and tell me that the greenhouse theory is
wrong, because that’s not an inference which you could make.
What our climate models do show, is that the greenhouse effect is
reaching a magnitude now where it can have a noticeable impact
on the probability of a warm season.

This die here, represents the probability of having a hot summer
during the period 1950-1980. The Weather Bureau defines the one
third hottest summers during that period as hot—simply as a defi-
nition as to what “hot” is at a given locality. So the probability of a
hot summer is represented by having two out of the six die faces
colored red. Similarly, the probability of having a cold summer, by
their definition, is the one third coldest summers during the period
1950-1980. We represent that by the blue sides on the die face. The
typical or average conditions are represented by the white sides.

By 1995, which is 7 years in the future, we calculate that the
greenhouse effect has changed the probabilities such that four sides
of the die are red. One side is white for conditions average for 1950-
1980, and one side is blue, or colder than average 1950-1980 condi-
tions. So one thing you can say is, that even in the 1990’s, with the
expected increased greenhouse effect, there are going to be some
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years which are colder than normal—probably about 2 years
during the 1990’s.

The main thing I want to say from this, is that it's my opinion
that at least by 1995, the man in the street is going to notice this
change in the probabilities. He is going to say, what’s going on
here? This die is loaded. We’re having hot summers more often
{:)l;an we used to and the hottest ones are hotter than they used to

Of course, one thing that concerns me is that when we get to this
point, the man in the street, who’s also the voter in the booth, is
going to say, why didn’t you scientists and Congressmen warn us
about this and maybe even consider doing something about it? I'm
afraid that perhaps all that we’ll be able to say is, well, we did
think about it one hot summer in 1988, but there were scientific
uncertainties and we couldn’t figure them out exactly and the next
season wasn’t so hot, so we didn’t have 100 percent confidence and
we were afraid to risk our reputations, et cetera.

Now, with regard to the drought, let me say that there is strong
scientific evidence that the large greenhouse effect that is expected
several decades in the future, if green house gases continue to in-
crease at recent rates, that this will cause a significant increase in
the frequency and the severity of heat wave/drought situations in
mid-latitude, continental regions such as the United States.

Moreover, the climate simulations that we've done with our
model at the Goddard Institute suggest that the greenhouse effect
in the late 1980’s and in the 1990’s is already large enough to in-
crease the likelihood of heat wave/drought situations in the south-
east and the Midwest United States, even though it is inappropri-
ate to blame a specific drought on the greenhouse effect. :

My written testimony, the same as the testimony I gave at the
Senate a couple weeks ago, contains further discussion of that
topic. I would like to finish by making a few brief recommenda-
tions, if the chairman will allow.

Mr. SHARP. I would be happy to.

Mr. HanseN. These are the personal opinions of Jim Hansen,
glidgewood, NJ. I have not attempted to get official approval of

em.

Number one, I think we have to provide more support for stu-
dents and post-doctoral researchers in the global climate area.
When we get to this point in the 1990’s, when the man in the
street can see that the climate is, in fact, changing, we had better
have the brain power to begin to understand the climate system—
to understand the system and some of the implications of that
changing climate. Right now, it seems to me the best students are
going into law school, into medical school, and we need to be able
to attract some of the best students into this area.

Number two, we need to have global observations to understand
the climate. That means observations from space, from the ground,
and within the oceans. The data need to be collected over a suffi-
ciently long time period; so we need to get started soon.

Number three, my final recommendation—I think we could take
some steps now to reduce the rate of growth of the greenhouse
effect. Chlorofluorocarbons, which destroy ozone as well as cause 20
percent of the greenhouse effect, could be phased out entirely over
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an appropriate period of time. The manufactures agree that there
are or will be substitutes for the chlorofluorocarbons.

Also, we should increase our energy efficiency, because CO.
causes 55-60 percent of the greenhouse effect. There’s a lot of room
for improved efficiency. It would have other benefits, independent
of the greenhouse effect, especially on our balance of payments def-
icit. How to get at that problem is, of course, a major difficulty and
that’s something you can address better than I can. I know that
there are major ways that we could improve our energy efficiency.

Finally, I think we should discourage deforestation and encour-
age reforestation, because that would not only reduce atmosphere
COz, but also preserve the habitat for innumerable, valuable biolog-
ical species. The impact of these kinds of steps on the short run is
going to be relatively small, but it’s very important, because it
would change the direction in which the greenhouse effect is
headed. Instead of the sharp, upward ramp that we’re on now, it
could put us on a more manageable course on the longer term, over
the next several decades. Thank you.

[Testimony resumes on p. 53.]

[The prepared statement of Mr. Hansen follows:]
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STATEMENT OF

James E. Hansen
NASA Goddard Institute for Space Studies
2880 Broadway, New York, N.Y. 10025

PREFACE

This statement is based largely on recent studies carried out with my
colleagues S. Lebedeff, D. Rind, I. Fung, A. Lacis, R. Ruedy, G. Russell and
P. Stone at the NASA Goddard Institute for Space Studies.

My principal conclusions are: (1) the earth is warmer in 1988 than at any
time in the history of instrumental measurements, (2) the global warming is now
sufficiently large that we can ascribe with a high degree of confidence a cause
and effect relationship to the greenhouse effect, and (3) in our computer climate
simulations the greenhouse effect now is already large enough to begin to affect
the probability of occurrence of extreme events such as summer heat waves; the
model results imply that heat wave/drought occurrences in the Southeast and
Midwest United States may be more frequent in the next decade than in
climatological (1950-1980) statistics.

1. Current global temperatures

Present global temperatures are the highest in the period of instrumental
records, as shown in Fig. 1. The rate of global warming in the past two decades
is higher than at any earlier time in the record. The four warmest years in the
past century all have occurred in the 1980's.

The global temperature in 1988 up to June 1 is substantially warmer than the
like period in any previous year in the record. This is illustrated in Fig. 2,
which shows seasonal temperature anomalies for the past few decades. The most
recent two seasons (Dec.-Jan.-Feb. and Mar.-Apr.-May, 1988) are the warmest in
the entire record. The first five months of 1988 are so warm globally that we
conclude that 1988 will be the warmest year on record unless there is a
remarkable, improbable cooling in the remainder of the year.

2. Relationship of global warming and greenhouse effect

Causal association of current global warming with the greenhouse effect
requires determination that (1) the warming is larger than natural climate
variability, and (2) the magnitude and nature of the warming is consistent with
the greenhouse warming mechanism. Both of these issues are addressed
quantitatively in Fig. 3, which compares recent observed global temperature
change with climate model simulations of temperature changes expected to result
from the greenhouse effect.

The present observed global warming is close to 0.4°C, relative to
‘climatology’, which is defined as the thirty year (1951-1980) mean. A warming
of 0.4°C is three times larger than the standard deviation of annual mean
temperatures in the 30-year climatology. The standard deviation of 0.13°C is a
typical amount by which the global temperature fluctuates annually about its 30
year mean; the probability of a chance warming of three standard deviations is
about 18. Thus we can state with about 99% confidence that current temperatures
represent a real warming trend rather than a chance fluctuation over the 30 year
period.



We have made computer simulations of the greenhouse effect for the period
since 1958, when atmospheric CO began to be measured accurately. A range of
trace gas scenarios is considered so as to account for moderate uncertainties in
trace gas histories and larger uncertainties in future trace gas growth rates.
The nature of the numerical climate model used for these simulations is described
in attachment A (reference 1). There are major uncertainties in the model, which
arise especially from assumptions about (1) global climate sensitivity and (2)
heat uptake and transport by the ocean, as di d in attach t A. However,
the magnitude of temperature changes computed with our climate model in various
test cases is generally consistent with a body of empirical evidence (reference
2) and with sensitivities of other climate models (reference 1).

The global temperature change simulated by the model yields a warming over
the past 30 years similar in magnitude to the observed warming (Fig. 3). In both
the observations and model the warming is close to 0.4°C by 1987, which is the
998 confidence level.

It is important to compare the spatial distribution of observed temperature
changes with computer model simulations of the greenhouse effect, and also to
search for other global changes related to the greenhouse effect, for example,
changes in ocean heat content and sea ice coverage. As yet, it is difficult to
obtain definitive conclusions from such comparisons, in part because the natural
variability of regional temperatures is much larger than that of global mean
temperature. However, the climate model simulations indicate that certain gross
characteristics of the greenhouse warming should begin to appear soon, for
example, somewhat greater warming at high latitudes than at low latitudes,
greater warming over continents than over oceans, 'and cooling in the stratosphere
while the troposphere warms. Indeed, observations contain evidence for all these
characteristics, but much more study and improved records are needed to establish
the significance of trends and to use the spatial information to understand
better the greenhouse effect. Analyses must account for the fact that there are
climate change mechanisms at work, besides the greenhouse effect; other anthropo-
genic effects, such as changes in surface albedo and tropospheric aerosols, are
likely to be especially important in the Northern Hemisphere.

We can also examine the greenhouse warming over the full period for which
global temperature change has been measured, which is approximately the past 100
years. On such a longer period the natural variability of global temperature is
larger; the standard deviation of global temperature for the past century is
0.2°C. The observed warming over the past century is about 0.6-0.7°C. Simulated
greenhouse warming for the past century is in the range 0.5°-1.0°C, depending
upon various modeling assumptions (e.g., reference 2). Thus, although there are
greater uncertainties about climate forcings in the past century than in the past
30 years, the observed and simulated greenhouse warmings are consistent on both
of these time scales.

Conclusjon. Global warming has reached a level such that we can ascribe
with a high degree of confidence a cause and effect relationship between the
greenhouse effect and the observed warming. Certainly further study of this
issue must be made. The detection of a global greenhouse signal represents only
a first step in analysis of the phenomenon.
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3. Greephouse impacts on summer heat waves

Global climate models are not yet sufficiently realistic to provide reliable
predictions of the impact of greenhouse warming on detailed regional climate
patterns. However, it is useful to make initial studies with state-of-the-art
climate models; the results can be examined to see whether there are regional
climate change predictions which can be related to plausible physical mechanisms.
At the very least, such studies help focus the work needed to develop improved
climate models and to analyze observed climate change.

One predicted regional climate change which has emerged in such climate
model studies of the greenhouse effect is a tendency for mid-latitude continental
drying in the summer (references 3,4,5). Dr. Manabe will address this important
issue in his testimony today. Most of these studies have been for the case of
doubled atmospheric CO, a condition which may occur by the middle of next century.

Our studies during the past several years at the Goddard Institute for Space
Studies have focused on the expected transient climate change during the next few
decades, as described in the attachment to my testimony. Typical results from
our simulation for trace gas scenario B are illustrated in Fig. 4, which shows
computed July temperature anomalies in several years between 1986 and 2029. In
the 1980‘s the global warming is small compared to the natural variability of
local monthly mean temperatures; thus the area with cool temperatures in a given
July is almost as great as the area with warm temperatures. However, within
about a decade the area with above normal temperatures becomes much larger than
the area with cooler temperatures.

The specific temperature patterns for any given month and year should not be
viewed as predictions for that specific time, because they depend upon unpre-
dictable weather fluctuations. However, characteristics which tend to repeat
warrant further study, especially if they occur for different trace gas
scenarios. We find a tendency in our simulations of the late 1980’s and the
1990's for greater than average warming in the Southeast and Midwest United
States, as illustrated in Attachment A and in Fig. 4. These areas of high
temperature are usually accompanied by below normal precipitation.

Examination of the changes in sea level pressure and atmospheric winds in
the model suggests that the tendency for larger than normal warming in the
Midwest and Southeast is related to the ocean’s response time; the relatively
slow warming of surface waters in the mid-Atlantic off the Eastern United States
and in the Pacific off California tends to increase sea level pressure in those
ocean regions and this in turn tends to cause more southerly winds in the eastern
United States and more northerly winds in the western United States. However,
the tendency is too small to be apparent every year; in some years in the 1990's
the eastern United States is cooler than climatology (the control run mean).

It is not possible to blame a specific heatwave/drought on the
greenhouse effect. However, there is evidence that the greenhouse effect
increases the likelihood of such events; our climate model simulations for the
late 1980's and the 1990’'s indicate a tendency for an increase of heatwave/
drought situations in the Southeast and Midwest United States. We note that the
correlations between climate models and observed temperatures are often very poor
at subcontinental scales, particularly during Northern Hemisphere summer
(reference 7). Thus improved understanding of these phenomena depends upon the



development of increasingly realistic global climate models and upon the
availability of global observations needed to verify and improve the models.
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Fig. 1. Global surface air temperature change for the past century, with the
zero point defined as the 1951-1980 mean. Uncertainty bars (95% confidence
limits) are based on an error analysis as described in reference 6; inner bars
refer to the 5-year mean and outer bars to the annual mean. The analyzed un-
certainty is a result of incomplete spatial coverage by measurement stations,
primarily in ocean areas. The 1988 point compares the January-May 1988 tempera-
ture to the mean for the same 5 months in 1951-1980.
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ATTACHMENT A

Global Climate Changes as Forecast by Goddard Institute for Space Studies
Three-Dimensional Model

J. HANSEN, 1. FUNG, A.LActs, D. RIND, S. LEBEDEFF, R. RUEDY, AND G. RUSSELL
NASA Goddard Space Flight Center, Goddard Institute for Space Swdies, New York
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1. INTRODUCTION
Studies of the climate impact of i i h

co, hmbmmldebymmofapmmenuwhm:ee-
mmab)memmmmemmorco,
was or p with the model
thmhupuedfmdhmneloumnaqnne
[Manabe and Wetherald, 1975, Manabe and Stouffer, 1980;
Harssen et al., 1984; Washington and Meehl, 1984; Wilson and
Mitchell, 1987). These models all yield a large climate
impact at equilibrium for doubled CO,, with global mean
ing of surface air about 2° and 5°C.

However, observations show that CO, is increasing grad-
ually: its sbundance was 315 parts per million by volume
(ppmv) in 1958 when Keeling initi:
and is now sbout 345 ppmv, with current mean annual
increments of sbout 15 ppmv [Keeling et al., 1982]. Also
there are at least two other known global radiative forcings
of comparable magnitude: growth of several other trace
M[Wwad 1976; Lacis et al., I”l,mﬂ
al.,, 1985] and in Is due to
voleanic eruptions [Lamb, lmumhdl 1970; Schneider and
Mass, 1975; Pollack et al., 1976; Hansen et al., 1978, 1980;
Mdl”l]&mmhunﬁlmfofdmwchumnp
of solar irradi andlmdmrflce

nnyahobenpuﬁunplm itati f

52 ines the spatial distribution of predicted decadal
temperature changes, and section 53 examines shori-term
and local temperature changes. In section 6, we summarize
the model predictions and discuss the principal caveats and
nmmpuonsuponvh;dnnnmmdepmd.
Our were initi: in early
1983, bun.mnnlhd:pwndjoboanISSmmn!nme
hine (Amdahl V-6) of mid-
lmmge. RmmfumﬁoAmnponednn
conference in June 1984 [Shands and Hoffman, 1987), and
results from all scenarios were presented at several later
conferences.

2. CUMATE MODEL

The atmospheric of the global climate model
we employ is described and its abilitics and limitations for
simulating today’s climate are documented as model II
(Hansen et al. (lm],mﬁunfmedtoupap«l)
The model solves the si for
tion of energy, mum.mnn,andvuetvupotmdme
equation of state on & coarse grid with nine atmospheric
ltymmdlwrhomnlmoluuonl'hmudcbym' longitude.

the ively significant

tion is insufficient to define the trends of these forcings
over the past several decades.

In this paper we study the response of a 3D global
dimnanodeltommmuddnnpolnanm
forcing The p of the climate
gystem on decadal time scales d d: ially on the

and cloud pamcle& Cloud
cover and hdg)u are computed, but cloud opacity is
specified as a function of cloud type, altitude, and thick-
ness. The diurnal and seasonal cycles are included. The
ground hydrology and surface albedo depend upon the local
vegetation. Snow depth is computed, and snow albedo

response of the ocean, for which .dequm undmwuta;
and dynamical models are not svailable. Our procedure is to
use simple assumptions about ocean heat

includes effeas of snow age and masking by vegetation.
The equilibrium sensitivity of this model for doubled CO,
(315 ppmv = 630 ppmv) is 4.2°C for global mean surface air

P Specifi-
cally we assume that during the next few decades the rate
and pattern of horizontal ocean heat transport will remain

and the rate of heat uptake by the ocean
Mmmhy«mhwedbyﬁﬂum

p (Hansen et al. [1984], hereafter referred to as
paper 2). This is within, but near the upper end of, the
range 3° 2 15°C estimated for climate sensitivity by
National Academy of Sciences committees [Chamey, 1979;
w M],vmwrwhlmwm

mixing of heat p
mumheowuwwﬁulmmcdmw
transient climate response which can be compared both to
_ observations and to future simulations developed with a
dynamically interactive ocean. We include in this psper a

of the experi

nges; other comp quantities, such as
whlhc spheric general ci precipitati
Mmhmwmumdm
The climate mode! employed in our studies is described in
section 2. Results of a 100-year control run of this model,
with the atmospheric composition fixed, are briefly described
in section 3. Three scenarios for atmospheric trace gases

and stratospheric serosols are defined in section 4. Results .

of the climate model simulations for these three scenarios
sre presented in section S: section S.1 examines the

and an analysis of computed

based on climate-modeling
uudummhlwidmumdﬁmeumﬁmy The
sensitivity of our mode! is near the middle of the range
obtained in recent studies with circulation models
(GCMs) [Washingson and Meehl, 1984; paper 2, 1984; Manabe
and Wetherald, 1987; Wilson and Mitchell, 1987).

Ocean temperature and ice cover were specified climatol-
ogically in the version of mode! II documented in paper 1.
In the experiments described here and in paper 2, ocean
temperature and ice cover are computed based on energy
exchange with the atmosphere, ocean heat transport, and
the ocean’s hest cspacity. The trestments of ocean

and ice cover are nearly the same here as in
peper 2, with the following exception. In paper 2, since the
objective was t0 study equilibrium (r ~ ) climate changes,

| computer time was saved by specifying the maximum mixed

M“WWMNW“MQGW ! lsyer depth as 65 m and by allowing no exchange of heat

warming should exceed natural climate variability, section

between the mixed layer and the deeper ocean. In this
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we are eoncuned wi(h the lunsiem <limate

fmn[. one \vhu:ll must be compared with results from
ocean models when such models are

Appendix A, and (except in the control-run) we allow
diffusive vertical heat transport bencath the level defined

The horizontal transport of heat in the ocean is specified
from estimates for today’s ocean, varying seasonally at each
mdponu.udsm‘bedmAppendnh In our experiments

ion, we keep the ocean
bamuhmum:pon(mdmzmuedhmdepth)
mnnallomnmmemmlmn.u.,nofeedmkd

npplied to this problem.

3. A 100 YEAR CONTROL RUN
Aloo-yurmmlmnofmemodelmumedouxmxh
the fixed at esti 1958 values.
Speqﬁmny mosphempmvhuhmtmdepmdemm
Iater experiments are set at the values 315 ppmv for CO,,
1400 parts per billion by volume (ppbv) for CH,, 292.6 ppbv
for N,O, 158 parts per trillion by volume (pptv) for

CCLF (F-11), and 503 pptv for CCLF, (F-12).

.mmnmwhyudepthnﬁumhiuuynnd

msonany based on climatological data specified in

climate change on ocean heat jport is p d in these .
exp Our for this spp asafirst step "
is that it permits a real ic si ion and

A. No heat exchange across the level defined by
the annual maximum mixed layer depth was permitted in the
control run described in this section. The purpose of this

Initial exp
here/ mode! suggest

direction of a warmer climate [Bryan et al., 1984; Manabe
and Bryan, 1985). In addition, experiments with a zonal
average heat balance model suggest that the global average
climate sensitivity does not depend strongly on the feed-
bockmtheomnhenmq;on[“’mg«d 1984).
However, we stress that this P

free”

int was to keep the response time of the model short
enough that it was practical to extend the model integration
over several time constants, thus assuring near-equilibrium
conditions. The isolated mixed layer time is 10-20
years for a climate sensitivity of 4°C for doubled CO,, as
shown in paper 2. Note that the seasonal thermocline (i.e.,
the water between the base of the seasonal mixed layer and
the annual maximum mixed layer depth) can have a different
temperature each year; this heat storage and release can

oftheoeeanadudsthed’feasofmmnlv-mhhlyof
omnmnspommdthepombi!uyofmd\ummebuc
mode of ocean circulation. - Broecker et al. [1985), for
mmple,havemmﬂedthnmddmdungsmtume
of may be iated with oscillations
ofthedbnaeqsm Discussions of the transient ocean
response have been given by Schneider and Thompson
(1981}, Bryan et al. [1984], and others. We consider our
mplemudmemntobeonlyaﬁmnpm
to a slowly

the climate

Can ]

g climate

affect the i variability of surface temperature.

The variation of the global-mean annual-mean surface air
temperature during the 100-year control run is shown in
Figure 1. The global mean temperature at the end of the
run is very similar to that at the beginning, but there is
substantial unforced variability on all time scales that can
be examined, that is, up to decadal time scales. Note that
an unforced change in global temperature of about 0.4°C
(03°C, if the curve is smoothed with a S-year running
mean) occurred in one 20-year period (years 50-70). The

Globel-Meon Annvol-Meon Surfece Alr Tempersture
100 yoor conirol run
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standard devistion about the 100-year mean is 0.11°C. This
unforced variability of global temperature in the model is
only slightly smaller than the observed variability of global
surface air temperature in the past century, as discussed in
section 5. The that unfa (and i

indication of how the p d climate trend depends upon
trace gas growth rates. Scenario A assumes that growth
muormwunmmwalolmxm.ndlm
will the annual growth
___ubouzlsﬁofmmelmms.wmenn

climate variability may account for a large pomon of
climate change has been d by for

& forcing i io B has

many
example, Lorenz (1968), Hasselmann ([1976) and Robock
[1978).
The spatial di of the i

vnmbﬂ:ly uf

ing trace gas growth mes. such that the annual
increase of the greenhouse climate forcing remains approxi-
mately constant at the present level. Scenario C drastically
reduces trace gas growth between 1990 and 2000 such that

temperature in the model is p with
data in Plate 1. The geographical distribution of wrfw:nr
umbuuyushmm?hleh!mmemodel

climate forcing ceases to increase after 2000.
Themgeofchmteformpmedbymxhne
is further i by the fact that scenario A

temperature

and Plate 1b for The

ranges from about 0.25°C at low latitudes to more than 1°C
at high latitudes in both the model and observations. The

des the effect of several hypothetical or crudely
estimated trace gas trends (ozone, stratospheric water vapor,

model’s variability tends to be larger than
continents; this arises mainly from unrealistically luge
model variability (by about a factor of 2) over the conti-
nents in summer, as shown by the seasonal graphs of
Hansen and Lebedeff [1987). The interannual variability of
the zonal mean surface air temperature, as a function of
hmudemdmomh,ushmml’wakandldforme
model and The of
varisbility in the model is ;enenny mhstu. except that
the summer minis P occurs
nbotulmonmurly Themmnnmlvambmlyof
temperature as a function of height is more difficult to
check, because observations of sufficient accuracy are
limited to radiosonde data. J. Angell (private communica-
tion, 1987) has analyzed data from 63 radi stations,

and minor chlorine and fluorine ) which are not
included in ios Band C.
These are designed to yield y experi-

ments for a broad range of future greenhouse !omngs
Scenario A, since it is exponential, must eventually be on
the high side of reality in view of finite resource con-
straints and environmental concerns,” even though the
growth of emissions in scenario A (v1.5% yr'l) is less than
the rate typical of the past century (4% yr}). Scenario C
is a more dnsm of than has g

been i it i ion of fl
crbon (CPC) emissions by 2000 and reduction of CO, and
other trace gas emissions to a level such that the annual
growth rates are zero (i.e, the sources just balance the
links)byuwywm Scenario B is perhaps the most
L of the three cases.

averaged the temperature change zonally, and tabulated the
data with a resolution of seven lstitude bands and four
heights, the lowest of these heights being the surface air;
the interannual variability of the results is shown in Plate
1f. Reasons for smaller variability in the model, Plate 1le,
probably include (1) identical ocean heat transport every
year, which inhibits occurrence of phenomena such as El
Nifio and the associated variability of upper air temperature,
and (2) stratospheric drag in the upper model layer of the
nine-layer model II, which reduces variability in the strato-
sphere and upper troposphere, as shown by experiments with
a 23-layer version of the model which has its top at 85 km
[Rind et al., 1988).

We use these interannual variabilities in section S to help
estimate the significance of predicted climate trends and to
study where it should be most profitable to search for early
evidence of greenhouse climate effects. We defer further
discussion of model variability and observed variability to
that section.

4. RADIATIVE FORCING IN SCENARIOS A, B AND C
4.1. Trace Gases
We define three trace gas scenarios to provide an

96-150 O - 89 - 2

'l'helbundanouollhemcepsesmlhue(hree
scenarios are specified in detail in Appendix B. The net
greenhouse forcing, AT, for these scenarios is illustrated in
Figure 2; AT, is the computed temperature change at equili-
brium (¢ - @) for the given change in trace gas abundances,
with no climate feedbacks included [paper 2]. Scenario A
reaches a climate forcing equivalent to doubled CO, in
about 2030, scenario B reaches that level in about 2060, and
'Cmet ches that level. Note that our

A goes imately through the middle of the
mgeofhhlydmefnmngeaimnedfonheymmo
by Ramanathan et al. [1985), and scenario B is near the
lower limit of their estimated range. Note also that the
forcing in scenario A exceeds that for scenarios B and C
for the period from 1958 to the present, even though the
forcing in that period is nominally based on observations;
this is because scenario A includes a forcing for some

PP

trace gas changes in addition to the
on:s(seeAppmdnB)
Our climate model licitly the radiati

fmmlouchdme:bwempus,mgme
correlated k-distribution method [paper 1). However, we
anticipate that the climate response to a given global
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radiative forcing AT, is similar to first order for different
Munppomd by calculations for different climate
forcings in paper 2. anﬂmobmnedfmm
three scenarios provide an indication of the exp

about trace gas trends. The forcing for any other scenario
of atmospheric trace gases can be compared to these three
wubymnpumd(l)vnhfmhlpmwdedm

climate response for a very broad range of assumptions

PP

provide a second variable climate
fordn;mmapmmu. This forcing is identical in all
three experiments for the period 1958-198S, during which
time there were two substantial volcanic eruptions, Agung in
mamaazmnmwn In scenarios B and C,

] large are i d in the year 1995
(identical in properties to El Chichén), in the year 2015

tomng),lndmmeyearmmemdmﬁl
A no
are included after those from El Chichén have decayed to
the background stratospheric aerosol level. The strato-
wkmhmﬁoAmmmenmuau.
to an assumption that the next few decades will
hemnﬂutothcfevdeadubd’mlw which were free
'of any g large spheric optical
Seuuﬁunlndeeﬂeauu!hemmpuon
that the mean stratospheric aerosol optical depth during the
next few decades will be comparable to that in the volcani-

The radistive forcing due to stratospheric aerosols
depmdsnponlhqrphymlpropuu«mdﬂobﬂdmn—
Sufficient data on
opadnsmdmocdmmmwaﬂlblexodeﬁneme
mmmfmmblywummepu

Appendix B. - We subji
memwmyhmpowmnfmmheto
muphm:mkuabomzs%fotmepenodrmnxm
to the present. It should be p ly
mmmr«m!«mmuwm

The global radistive forcing due to aerosols and green-
house gases is shown in the lower panel of Figure 2.

have a effect on the net
fmt«ntwm“uﬂumwmn

CO,/trace gas warming in
scenarios A and B is much greater than the aerosol cooling.

S. TRANSIENT SIMULATIONS

S.1. Global Mean Sufface Air Temperature
temperature computed for
scensrios A, B, and C is shown in Figure 3 and compared
of Hansen
and Lebedeff [1987) updated to include 1986 and 1987 data.
Figure 3a is the annual mean result and Figure 3b is the 5-
year running mean. In Figure 3a the temperature range
05°-10°C above 1951-1980 climatology is noted as an
estimate of peak global temperatures in the current and

4.2.SamasphaicAawol:
1.5 T T T
COp forcing
10} 4
Scenorio
S - ~7 A aadi
g OS5F Coveeeeem == .
e
< O/ - Chichon), while in
201 CO3 + troce goses
LS| 9 aeps.
N T
€ " Romonathan e oL (1985) - cally active period 1958-1985.
el
< Qs <] bution.
o] few decades, a3 n
5 COp +trace goses + osrosols
ey B.
g 10 -] Appendk
B 4
9 os
few decades the cumulative
0 J
Q‘ A Il Il 1 Il L
1960 useozo?;'zozozom The giobal mean -
e
Fig2  Greenbouse foreing for trace gas scenarios A, B, and C, with observations, the latter based on
a8 described in the text. AT, is the equilibrium greenhouse
warming for 80 climate feedbecks. The doubled CO, level of
forcing, AT, = 125°C, occurs when the CO, and trace gases added
sfier 1958 provide equivalent 10 doubliag CO, from 315
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previous interglacial periods,
indicators [National Academy of Sciences (NAS),
despite uncertsinties in ing global p

at those times, it is significant that recent interglacial
puioawmnmmn:hmmntoday.

Interpretation of Figure 3 requires quantification of the
magnitude of natural varisbility in both the model and

ions and the

1975);,

based on several climate
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¢

model predicts, however, thit within the next several
the global temperature will reach and maintain a 30
of global warming, which is obviously significant.
this conclusion depends upon certain assumptions,
as the climate sensitivity of the model and the absence
large volcanic eruptions in the next few years, as
discussed in Section 6, it is robust for a very broad range

‘Bgﬂ

e

y in the As

d in the ip of Figure 1, the standard
deviation of the model’s global mean temperature is 0.11°C
lwuulw-yurwmrolmn,vhichdoumwudeme
cline. The model ions for ios A, B, and

C include the thermocline heat capacity, which slightly

p about CO, and trace gas trends, as illus-
trated in Figure 3.
Another conclusion is that global warming to the level
mninedum;aakolﬁewrmummnndlhe
puwiwshluvadllmtobcin«iuble;mvhhme

reduces the model's sh varisbility; , judging
from the results for scenario A, which has a smooth
variation of climate forcing, the model’s standard deviation
remains about 0.1°C. The standard deviation about the 100-
ywmnfmmmdmﬁmﬁrlmnum
Mnummq(MMnmumd)hom;

and p of gr

ings in C a ing of 0.5°C is attained
within the next 15 years. The eventual warming in this
would exceed 1°C, based on-the forcing illustrated
szmmrmtmu/-uro:ouacu
Jevel of warming is exceeded during the

1

of warming is reached in less than 20 years and

it is 012°C after detrending (Hansen et al., 1981). The
0.12°C detrended variability of d temp was
obtained as the average standard devistion about the ten
10-year means in the past century; if, instead, we compute
mmwm-mxnurmzs-yw
means, this detrended variability is 0.13°C. For the period
1951-1980, which is ly used as a period,
the standard deviation of annual temp about the 30-
year mean is 0.13°C. It is not surprising that the vari-
sbﬂitydmeobsuvedliohllunpemmawedsm
nﬁnbililyinxheGCMmolmn.ineethelmawmaim
a0 variable climate forcings such as changes of atmospheric
nposition or solar irradi also specification of ocean
wmmnmwmwmulmbnﬁyduemm
P as El Nifo/$ Oscillation events. Finally,
we note that the lo error in the observations due to

eovm;eofnxiouhnbwto.os‘Cl’ofm

o

ability (¢
ture. We conclude that, on a time scale of a few deca
o less, a warming of about 0.4°C is required to be signi-
ficant at the 3¢ level (99% confidence level).
There is no obviously significant warming trend in either
the model or observations for the period 1958-1985. During
thednﬂeynrl”l,mmedmnpem\mmny
reached the 0.4°C level of warming, but in 1984 and 1985
the observed temperature was no greater than in 1958.
memmm:mmhlm
again approached the 04°C level [Hansen and Lebedeff,
1988), principally as a result of high tropical temperatures
associated with an El Nifio event which was present for the
full year. Analyses of the infl of p El Nifios on
hemisp upper air temp [Peixoto and
‘M,lm]wmmnmxmmmlymin
the next year or two.

jo B it is reached within the next 25 years.

change to the ity (

the local temperature in the 100-year control run (Plate 1a).
Since the interannual variability of surface air temperature
in the model is reasonably similar to the variability in the
real world (Plate 1b), this ratio provides a practical measure
of when the predicted mean gr ing is locally

vadmmfulldeadeofﬂwlm.memodel
M:tmduqtmdvmmwhmunﬁmme
mmnwlmﬁuhhnthmﬂwh\mmuﬂnd-
ability of the annual mean. In the 1990s the decadal-mean
g is parable to the i 1 variability for
many regions, and by the 2010s almost the entire globe has
vuyuhnmﬁalmmin;nmu:huuvuﬂﬁmuma
interannual variability of the annual mean.
The warming is generally greater over land than over the
ocean and is greater at high latitud than at low latitud
being especially large in regions of sea ice. Regions where
the warming shows up most prominently in our model,
relative to the interannual varisbility, are (1) low-latitude
oeenreﬁouvhﬁemendmrwmisnuﬂ(u
mnuumz)monmmmm
lnyulndmlllhumodimdimlion.meciﬁanynﬁom
such as the Caribbean, the East Indies, the Bay of Bengal,
lndhrppnmold\ehdinl.mnmi:mdhciﬁnOm
nurorjunonho(theo@uor.(z)cnhu,whenxhe
mdel'svaﬁabﬂilyilwiuuhlgeumeobmed
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variability, (compare wnth le 1) and the interior down-
wind portion of the ially the
Kazakh-Tibet-Mongolia-Manchuria region, and (3) ocean
areas near Antarctica and the north pole, where sea ice
provides a positive climate feedback. The regions predicted
to have earliest ility of gr i
doubtedly model dependent to some extent; as

model’s variability and observed variability (Plate 1), Plate 3

suggests that the best place to look for greenhouse warming
mthem;fmwmybeumddkmdlwlmmdesm

later, this model dependence, in conjunction with global
observations, may soon provide valuable information on
climate mechanisms.

The predicted signal-to-noise ratio (aT/0) is generally
smaller at any given geographical location than it is for the
global mean (Figure 3), because the noise is significantly
reduced in me globnl sverage. Tmu for the single purpose
of ng trend, the global mean

both h with the sigr in summer being
ugrwormerﬂuuinvnma

ng are un- Latinude-height distributi The depend of
une i chaagaonaldmdeumvempxed
mHnel.delmmme icted v

pper air
change as a function of pressure and latitude (len'h-nd
side) and the ratio of this to the model's interannual
variability (right-hand side). Although the predicted green-
house warming in our climate model is greater in the upper
troposphere at low latitudes than it is at the surface, the
signal-to-noise ratio does not have a strong height depen-
The

dencemme posph
dungennmt»

the P

twmmmw The geographi
distribution of the predicted global change also
unbeuedforopnmalwmghnngdgloba.ldn-to
enhance early detection of a climate trend [Bel/, 1982], but
the impact of such weighting is modest and model

dependent.
Ourmmnggmmummmalpmmof

model p change, in binati vrnh

obm'vluons. should beoome soon for di

among alternative model results, thus providing information

on key climate processes which in turn may help narrow the

range for predictions of future climate. For example, Plate 2

lphmceoohuvnmzroposphencnmm This charac-

teristic could be a useful di for the gr
eﬂea, smee. for ple, a tropospheri g due to
d solar irradi: should be npanied by only a

slight ic cooling with Figure 4 in paper
2). Howwer, the large signal-to-noise for the stratospheric
cooling in Plate 4 is partly an artifact of the unrealistically
small variability at stratospheric levels in our nine-layer
model; the model predictions there need to be studied
further with a model which has more appropriate vertical
structure.

Mlmummmdmmxunpw
the A on the y, the ocean atmos-
phere model of S. Mmbedean(pmnewmmum-
cation, 1987) shows cooling in this region for the first few
decades after an instant doubling of atmospheric CO,. The
contrary results probably arise from different heat trans-
ports by the oceans in the GISS and G Fluid

dering 524. C with observations. Global maps of
b: surface air temp for the first 7 years of the
1980’s show bl i d to

for 1951-1980, especially in nenml Am, northern North
America, the tropics, and near some sea ice regions [Hansen
et al., 1987). There are general similarities between these

P of ng and the model results (Plate

Dynamics Laboratory (GFDL) models. As a second p
our model yields a strong warming trend at low latitudes as
does the British Meteorological Office (BMO) model [Wilson
and Mitchell, 1987), while the GFDL and National Center for
Atmospheric Research (NCAR) models [Washington and
Meehl, 1984) yield mini ing at low latitudes. The
contrary results in this case may arise from the treatments
ofmmmon.utheGlSSmdBMOmodelsm
and the GFDL and NCAR
md:hmammmbadc-djnm Judging from |
Plate 2, the real world laboratory may provide empirical
mmuuzomamemmbymum
$22. Latitud The

of

P

d ch
on season is i

2); the magnitude of the ming is typically in the range
05-1.00 defined in Plate 1. Perhaps a more quantitative
statement could be made by using the observational and
model data in i h which opti weight
different geographical regions [eg., Bell, 1982, Bameu,
1986). The significance of such comparisons should increase
after data are available for the last few years of the 1980s,
which are particularly warm in the model. However,
information from the pattern of surface warming is limited
by the fact that similar patterns can result from different
climate forcings [Manabe and Wetherald, 1975; paper 2.
Comparisons of temperature changes as a function of
ha;lnm:ybemmdmomco{memeﬂec,u
d earlier.

gt g8

the p p

in Plate 3, which shows the p d surface air temp
ture change for scenario B as a function of latitude and
month (lefi-hand side) and the matio of this to the
model's interannual varisbility (right-hand side). Although
the largest ATs are at high latitudes and in the winter, the
varisbility is also largest at high latitudes and in the
winter. Considering also the differences between -the

Analysis of de data for the
period 1960-1985 by Angell [1986] suggests a global warming
of about 03°C in the 300 to 850-mbar region and a cooling
of about 0.5°C in the 100 to 300-mbar and 50 to 100-mbar
regions over that 25-year period. Although the warming in
the lower troposphere and cooling in the stratosphere are
consistent with our model results (Plate 4), the upper
tropospheric (100-300 mbar) cooling is not. The temperature
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changes are about 0.5-10, based on the natural variability in
the model and observations (Plate 1). Note that our
illustrated model results are for the period 1980-1989.

None of the climate models which have been applied to

|
|

either a common problem in the models or that we need to
additional climate forcing i in the

“signal-to-noise ratio of greenhouse effects, it is important

mmmuwmt«md
greenhouse effects on the frequency and global
ofm-cmdimnemm Suasmdmvmbe

on the fi of

analyses. Although the trend in the observations is not yet
.clear, it is perhaps worthwhile to point out examples of
which a P

uqnciﬁcloulet Mobjeailno(
lomkaptmtorqndﬁcynnmdmbut
mbuxowwid.mehﬁmouolﬂwumudeo{

model p a prime

jcal impacts of the predicted temperature changes.
531 Sunma-dmm Weeompueml’htes
A B andC
for Jnu-July-Amn and Dmlmnq-Fmry of
the 1990s. In both seasons the warming is much greater in

However, the of
in the models (GFDL, GISS, NCAR and BMO) ranges from
moist dj to all

io A than in B and C, as also illustrated
in Figure 3. The relative warmings are consistent with the
giobal radiative forcings for the three scenarios shown in
Figure 2; the greater forcing in scenario A arises partly
mmm;uwummm

d ab of large P
Features in the predi toall
hdudeutauuyfwmwammgwbemm
ice regions and land areas, as opposed to the open oceans.
At high latitudes the warming is greater in winter than in
summer. We also notice a tendency for certain patterns in
the warming, for example, grester than average warming in
lhcannﬁedSlnaMlnsnmm;inmemcm
Examination of the changes in sea level

p winds suggests that this pattern in
be related to the ocean’s response time; the
warming of surface waters in the mid
Atlantic off the Eastern United States and in the Pacific off

California tends to increase sea level pressure in those
ocean regions and this in tum tends to cause more
in the eastern United States and more

southerly winds
northerly winds in the western United States. However, the
too

g

; although changes of total solar
mmumwmad[xmm
not yield opposite responses in the upper and lower

is to be spparent every year, in some
years in the 1990s the eastern United States is cooler than

wwhmmmdmm M these 1 p in the ng could be
irradiance may have a more comp np modified if there were major changes in ocean heat
ture profiles. transports.

‘These examples point out the need for observations of the 532 July maps. We examine in Plate 6 the temperature
different climate forcing mechanisms and climate feedback Whammh(lu!y)!ammmm
processes during coming years as the greenh effect B. In the 1960s the giobal warming is small
in Such ions are tial if we are to mwmmnl of local monthly mean

relisbly interpret the csuses of climate change and the
implications for further change.
$3. Short-Term and Local Temperature Changes

temperature; thus any given location is about as likely to be
cooler than climatology as warmer than chmatology, and, as
shown in Plate 6, the area with cool temperatures in a
given July is about as great as the area with warm tempera-

Ahhough long-term large-area sverages increase the tures. But by the year 2000 there is an obvious tendency
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for it to be warm in more regions, and by the year 2029 it predicted warming for a given decade to observed local daily
isvummnouevetywhne. temperatures for the period 1950-1979. This procedure is
lies can be readily noticed by ~intended to minimize the effect of errors in the control run
the avengepemm or "man in the street”. A calibration ~climatology, vh-chmlypmllymml degrees Centigrade.
of the magnitude of the model predicted warming can be The princip ption in this p is that the shape
obtained by comparison of Plate 6 with maps of ob of the istribution about the mean will not
for recent years, as published by Hansen et al. [1987) using Wmudiumemhmmnmngmmemnmo
the same color scale as employed here. This comparison  higher values. We tested this assumption, as shown in
shows that the warm events predicted to occur by the 2010s Fxgurelforthelo grid boxes which spproximately cover
and 2020s are much more severe than those of recent [the United States, and found it to be good. The illustrated
experience, such as the July 1986 heat wave in the southern |case is the most extreme in our scenarios, the decade of the
United States, judging from the area and magnitude of the wsmdmrioA,forvhidnmeglobﬂmunvmningis
hot regions. about 4°C. Note in particular that there is no evidence
533. Frequency of eareme evems.  Although the !that the distribution toward high temperatures in the
greenhouse effect is usually measured by the change of wmmbmnmmmpruud(mrdmemmumemun
mean temperature, the frequency and severity of extreme increases; indeed, the small change in the distribution which
np events is probably of greater imp to the occurs is in the sense of greater variability, suggesting that
biosphere. Both plants and animals are affected by our wption of no change in the distribution will yield a
temperatures, and regions of habitability are thus often i i for the i in the frequency of
defined by the range of local temperatures. hot events.
We estimate the effect of greenhouse warming on the We also examined the effect of the greenhouse warming
fi of p by adding the model- on the amplitude of the diurnal cycle of surface air
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Fig 4. of daily and daily mi in January and July for 10 grid boxes
(hmaawuommmvmwm spproximately covering the United States. Tbe solid line represents

years 92-100 of the coatrol run and the dotted line is for years 2050-2059 of scenario A. The mean temperature at
each grid box is subtracted out first, before computing the mean distribution for the 10 grid boxes.
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within the next several years, and by the 1990s there should
be a noticeable increase in the local frequency of warm
events; (3) some regions where the warming should be
apparent earliest are low-latitude oceans, certain continental
areas, and sea ice regions; the three-dimensional pattern of
the predicted ing is model-dependent, implying that

Ls a ] P

pprop jons can provide discrimination among

model rep jons and thus lead to improved

climate predictions; (4) the temperature changes are
sufficiently large to have major impacts on man and his
environment, as shown by computed changes in the fre-
of extreme events and by comparison with previous
climate trends; (5) some near-term regional climate varis-
tions are suggested; for example, there is a tendency in the
model for grester than average warming in the southeastern
and central United States and relatively cooler conditions or

less than sverage in the western U.S. and much of
Europe in the late 1980s and in the 1990s.
In this section we the principal

6.1. Climate Sensitivity

The climate model we employ has a global mean surface
air equilibrium sensitivity of 42°C for doubled CO,. Other
recent GCMs yield equilibrium sensitivities of 2.5°-5.5°C,
and we have d i i favoring the range
by the National Academy of

Although we have argued [paper 2] that such a

6. Discussion

ones we presented here, but with a Jow climate sensitivity.
Until such a study is completed, we can only state that the
global temp trend is with the
“high® climate sensitivity of the model. However,
jon of the p ial empirical inf jon on climate
itivity will require ob to reduce other uncer-
tainties, as described below. The needed observations

gases in the period from 1958 to the present is uncertain by

perhaps 20% (Appendix B); the uncertainty about future
greenh forcing is iderably greater. Therefore our
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dure has been to ider a broad range of trace gas:
scenarios and to provide formulae (Appendix B) which ‘aliow
calculation of where the climate forcing of any alternative
scenario fits within the range of forcings defined by our
scenarios A, B, and C.
We emphasize that as yet greenhouse gas climate forcing
doenumrﬂydwnmmeoverwmglobaldnme
For from the Nimbus 7
mmneﬂnwmnmmuhmmdeamdbyabom
0.1% over the period 1979 to 1985 [Willson et al., 1986,
Frohlich, 1987). 'As shown by the formulae in Appendix B,
mmlnepmdmmefmnngofmemorder
of magnitude as the positive forcing due to the increase of
trace gases in the same period. The observed trend implies
the existence of significant solar irradiance variations on
mmmwxnmmpmdeﬁmuonw
a sufficient period for inclusion in our present si

fication, but available information on trends is not suffi-
ciently quantitative for inclusion in our global simulations.
It is desirable that calibrated long-term monitoring of
tropospheric aerosols and surface albedo be obtained in the
future.

63. Ocean Heat Storage and Transport

Our ocean model is based on the assumption that for the
small climate forcings of the past few decades and the next
few decades, horizontal transport of heat by the ocean will
not change significantly and uptake of heat perturbations by
the ocean beneath the mixed layer will be at a rate similar
to that of passive tracers simulated as a diffusive process.
Wabchevemnmacmmpmmpvenﬁobdmuvmh
is as reliable as given know-
letgelndmodehnglbﬂmuformemn.mlnyase this

The greenhouse gas forcing has increased more or less
monotonically, at least since 1958; thus the greenhouse gas
climate forcing in the 1980s including the “unrealized”
warming (Hansen et al., 1985] due to gases added to the
atmosphere before the 1980s probably exceeds the solar
irradiance forcing, unless there has been a i solar

uhmklpinﬂwhmhmumuhs
oceans can be

btained  with
compared.

However, we stress that our ocean model yields relatively
smooth surprise-free temperature trends. It excludes the
ponbﬂuyof:hﬂsmomnmhummmthemeof

trend for 2 decades or more. If the solar irradiance
continues to decrease at the rate of 1979-1985 it could
reduce the warming predicted for the 1990s; on the other
hand, if the decline of solar irradiance bottoms out in the
late 1980s, as recent data suggest [Willson and Hudson,
1988), and if the irradi begins an upward
trend, it is possible that the rate of warming in the next
decade could exceed that in our present scenarios. Continued
monitoring of the solar irradiance is essential for inter-
pretation of near-term climate change and early identifi-
cation of greenhouse warming.

Stratospheric aerosols also provide a significant global
climate forcing, as evidenced by the effects of Mt. Agung
(1963) and E! Chichén (1982) aerosols on our computed
global temperatures. Thus if a very large volcanic eruption
occurred in the next few years, it could significantly reduce ocean.
the projected warming trend for several years. On the
other hand, if there are no major volcanic eruptions in the
remainder of the lm or the 1990:. that would tend to

There is evidence in paleoclimate
records that such ocean fluctuations have occurred in the
past [Broecker e1 al., 1985], especially in the North Atlantic,
where, for example, a reduction in the rate of decpwater
formation could reduce the strength of the Gulf Stream and
thus lead to a cooling in Europe. We caution that our
ocean model assumptions exclude the possibility of such
sudden shifts in regional or global climate.

We also stress the importance of measuring the rate of
heat storage in the ocean. As discussed earlier and by
Hansen et al. [1985], on the time scale of a few decades
there is not necessarily a great difference in the sur-
face temperature response for a low climate senitivity (say
15°-2°C for doubled CO,) and a high climate sensitivity
(say 4°-5°C for doubled CO,). However, the larger climate
muyhdstoawmmedhwnomemma

Since of climate i
dependuo ly on many pr climate feedb
maummmwm(&mwllemd

1934 Charlson et al., l”ﬂ.uwbeuopponumryfor

p in our und of climate sensi-
nvnyupmbablymonnmofmmmlocanmnpemure

would be needed along several sections

favor more rapid ng than in B and
C.'MunmedmerupuonhtMm:d-lmﬁm
magnitude of El Chichén. P of L Su
climate change will require g of p
serosols, as well as solar irradiance.

_,mtnqotm In principle, the measurements
jwould only be needed at decadal intervals, but continuous

(App B); they p ly are imp on a regi .
perhaps i the temp of the entire
h E of changing aerosol

L}



the 1800s and 1958,

APPENDIX A: OCEAN MODEL AND OCEAN DATA
The seasonal transport of heat in our ocean model is

storage is from the Robi and Bauer [1981)

ocean surface np the h hemisp

horizontal ice extent of Walsh and Johnson [1979), the
ice extent of Alexander and Mobley
layer depths compiled from National

mqudmap.bﬂuyn‘wrmnput«(qmlws
Amdsh) M of greater in

transport is described in more detail by
Russell et al. [1985], whose Figure S shows the geographical
distribution of the mixed layer depths for February and
August. The global area-weighted value of the annual

climate forcings bdore 1958, such experi
mmmmmmdmmm
trends.

65. Summary

mixed layer depth is 127 m.

The gross characteristics of the ocean surface heat flux
and implied ocean heat transport appear to be realistic, with
hmphndmudivamumbmdummm

Our model results suggest that giobal gr
vmmmmmmdmnldhmevuhbmy
The single best place to search for the greenhouse effect
appears to be the global mean surface air temperature. !In
rises and remains for a few years above an
WMMwmthOfou
99% confidence (30), it will

dth.mudoeunheummbymllea
d|l”3]lhwsthl!|hc g
in each ocean basin is

of actual transports.

In our 100-year control run there is no exchange of heat
ltlhebuedthenheﬂhyer In the experiments with

& P

with

o8

of a cause and effect relationship, ie, a mouugm, in
current vernacular.

mﬂmwm@ﬂm

varying we mimic, as a diffusion
mmhdwmﬁummm
layer into the th cli The th taken to be
mwubdwuumdmmmmhya is

urgency of i ical impacts
of future climate unhue will

with eight layers of geometrically
with a total of about 1000 m.

change.

wupmmmdmmmwﬁuam
the global distribution of the changes of many climste para-
mhfmdlpdﬁuymmm
be provi Major i are needed in our under-
mdmmmudwrabﬂkywm
climate change.

We conclude that there is an urgent meed for global
measurements in order to knowledge of climate
forcing mechanisms and climate feedback processes. The

An cffective diffusion coefficient, &, is estimated below
the annual maximum mixed layer of each grid point using an
empirical reistion between the penetration of transient inert
tracers and the local water column stability (paper 2), the
bution calculated from Levitus [1982]. The resukting global
distribution of k is shown in Figure 15a of paper 2. There

.is 2 low exchange rate (k ~ 02 cm?s™?) at low latitudes and

15

a high exchange rate in the North Atlantic and southern
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Fig Bl. Giobal mean radiative forcing of the climate system for arbitrary changes of radiative parameters. Here AT,
is the change at (t=e) with a 1D RC model for the specified change in radiative

forcing puuuur with 5o climate feedbacks included; AT, must be multiplied by a feedback factor f to get the equilib-

rium surface

ure change including feedback effects (paper 2). Tropospheric acrosols are all placed in the lower

2 km of the atmosphere; the desert acrosols have effective radius r,, % 2 um and single scattering albedo v = 0.8 at

wavelength A = S50 am, while the 500t acrosols have r, = 1 um and v = 05.

The land albedo change of 0.05 is

npkneaudvnamnp:do.ounmmﬂuulbm.mnupondmquhMmu

oceans, where convective overturning occurs. Note that &
is constant in time and in the vertical direction.
Thc ocean temperature and the ocean ice state in the
are d based on energy balance.
Thc speaﬁed eonvetged ocean heat and the diffusion into
ited into or from the
unvemnedhyu mmlfmnuxhuu(ornools)!hc
open ocean and ocean ice in proportion to their exposed
areas. In addition, there is a vertical exchange (conduction)
of heat between the ocean and the ice above it.
When the surface fluxes would cool the mixed layer below
-16°C, thcmnedllyersuysu -1.6°C and ice with 1-m
thickness is formed, growing horizontally at a rate deter-
mined by energy balance. When the surface fluxes would
warm the ocean above 0°C, the ocean stays at 0°C until all
ice in the grid box is melted horizontally. Conductive
cooling at the ice/water interface thickens the ice if the
ocean temperature is at -1.6°C. Leads are crudely repre-
sented by requiring that the fraction of open water in a
@id box not be less than 0.1/z,,, where z,, is the ice
thickness in meters (paper 1).

APPENDIX B: RADIATIVE FORCINGS

Radiative forcing of the climate system can be specified
by the global surface air temperature change AT, that would
be required to maintain energy balance with space if no
climate feedback: (paper 2). Radi: forcings for
a variety of changes of climate boundary conditions are
compandmﬁgurem,bawdonumuumwhame-

ive (RC) model [Lacis et al.,
1981}. The fc i the AT, from
dn!DRCmodelmli%hrmmadnm
of comp The y of these forcings is

16

oflhcord«o(lo%beauseofunmunnumthelbnrp-

tion coefficients and approximations in the 1D
CO;:
AT @) = f&x) - fex);
fx) = In (1 + 12x + 00052 + 1.4x1063);
X, = 315ppmv, xs 1000 ppmv
CCLFy:
AT (x) = 0.084(x-x,); x%, s 2 ppbv
CClyF:
ATo(x) = 0.066(r=,); x5 52 ppbv
CHg
8T, = g(x,Y) - 8% Yo)i % %o S S ppmv
N,O:

8T, = 80 Y) =80 Yo)i 1Yo S 5 ppmV

for and N;O, x, are reference amounts,
where, 'sn}& 2 o Yo

- 0.664
&) T+0.16206
1098+3
o 4
+1556hafl + y&7 o0+ o.uy']

- 0,014 In [1+0.636()2™ + 0.00%x(xy)152];



H,SO, serosols (20 km):
AT (7) = -587;
H,SO, serosols (0-2km):
AT (1) = 6.57;
Solar irradiance:
ST ) = 067,

7(A = 550 am) s 02
7(A = S50 nm) 5 02

x = A5,(%) s 1%

albedo:
ATy(x) = 0.12v; x = Aalbedo of land area 5 0.1
Trace gas scenarios. Trace gas trends beginning in 1958
(when accurate measurements of began) were estimated
mmmmhmyw& when we
initisted our to the
mmmwmmmum
decadal i

. CH,, based on estimates given by
P”l].mﬁoml.lppbvmlmulme
nunxmuyr'hmelmmusiyr‘
O i to the
formula of Weiss [1981), the rate being 0.1% yr in 1958, 02%
yr! in 1980, 04% yr! in 2000, and 09% yr! in 2030.
Pmdmdmmmpm(mchuo,,

O, and chlorine and fluorine compounds
other than and CCLF,) are spproximated by multi-
plying the and CCLF, amounts by 2.

In scensrio B the growth of the annual increment of CO,

umﬁml.Siyr‘mdaylol%yr'inlM
0.55yr in 2000, and 0 in 2010; thus after 2010 the annual

Figure B2 to
;!obdpnnhouefm ‘The forcings shown by dotted
Iineshl-'mmmmhuwmweﬂaamiudm
scenario A but was excluded in scenarios B and C. The

in CO, is 19 ppmv yrl. The annual
growth of CCLF and ', emissions is reduced from 3%
yr'waytoziyr‘hum.myrlmmmom
2010. The methane annual growth rate decreases from 1.5%

Cl-l.luduhtbcl’ﬂswsluiyr’m yr! today to 1.0% in 1990 and 05% yr! in 2000. N,0
rate; recent data [Bolle et al., 1986, Blake and Rowland, mm-mhndonmfomuhoflm::[l”l],bm
1987] suggest that a 1.1% yr! growth rate probably is more the parameter specifying annual in anthropogenic
realistic. emission decreases from 35% todsy to 2.5% in 1990,
0.10
DECADAL INCREMENTS OF GREENHOUSE FORCING
0.08-
S _—
) 0.06 § 0y
[ 4 Zesese
'3 - icrcs
0.04f fu
L 02 Fi2
0.02] |co, a2
|| 2™ o 4
ND
0 i |
1850 - 1960 1960's 1970" 1980°'s
(per decade)
DECADES
Fig B2. wmuﬁﬁuummmmummm ‘The valve of AT, is

defined in the caption of Figure Bl. Forcings shown
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1.5% in 2000, .mossinzno Nomcnuulremduded
for other rb O, H,0, or any

gases.
In scenario C the CO, growth is the same as in scenarios
A and B through 1985, between 1985 and 2000 the annual
co,haunmsmduuppuwyr" after 2000, CO,

¥

ceases to i fixed at 368
ppuv. CCLF and abundances are the same as in
mAmBmﬁllen;wa, and CCLF,

We base the
1bdeCh|canmﬂyon solar trans-
mission measurements at Mauna Loa [Mendonca, 1979),
together with calculations with a 3D tracer model [Russell
and Lemer, 1981).

The measured optical depth at Mauna Loa, after subtrac-

constant for the next 3 months. Subsequently, opacity
-nummso'wmmmso-mows,m

with 2 times greater 7 in the northern region than in the
southern region. Beginning 10 months after the eruption, 7
decayed exponentially with a 12-month time constant.

Aerosol Opticol Depth of Moww Loo

L] 963 »ro

Dete

Fig B3. Acrosol optical depth measured st Mauna Loa (light
curve) after subtraction of the mean value for 1958-1962. The
heavy line is the optical depth at Mauna Loa, obtained from the 3D

nrs L L]

tracer model, as discussed in the text. mmmmnms
of eruption of Agung, Awy, Fe ina and Fuego, resp ly

‘The optical prop of the P before
1982 are based on of Agung The

size distribution we used is that given by Toon and Pollack
[1976], which is based on measurements by Mossop [1964]; it
has mean effective radius and variance [Hansen and Travis,
1974] of 7,y = 02 sim and v,y = 0.6. These acrosols are
assumed to be spheres of sulfuric acid solution (75% acid by
weight) with refractive index given by Palmer and Williams
[1975). We used size data for the El Chichén aerosols
based on measurements of Hoffman and Rosen [1983). Their
May 1982 data had rq = 14 gm, v,q = 04, while their
October 1982 data had 7y = 05 sm, v = 0.15. We
interpolated lincarly between these two size distributions for
the 6 month period April 1982 to October 1982, and
thereafter used the small-particle (October 1982) size
distribution. These various size distributions yield the same
cooling at the Earth’s surface as a function of 7 (A = 550
nm) within a few percent, as computed with the 1D RC
model, but the large particies cause a greater stratospheric
heating. For example, the May 1982 distribution yields a
warming of S°C at 23 km, the October 1982 distribution
mrc.mmumlxm]mmlm '
An d after
mmmmxmmmmwamm
precise ion of the geographical and altitute distri-
humol!hendmwetordn.lhnl‘mmyprm
volcano. We are working with J. Pollack and P. McCormick
to make use of the full data now available for a compre-
hensive study of the climate impact in that period.

18
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Plate 1. 1 ! variability (standard i in the 100 year control run (left side) and as
estimated from observations (n;m side). (a), (b). (:) and (d) shou the lnunnnull variability of surface air tempera-
lmw(e)m(ommenumnwmbmtyonhc‘ gitud d upper air (b) and (d) are
based on 1951-1980 by Hansen and Lebedeff [1987). (/) is based on

1958-198S radiosonde data nulynd byAnpﬂ [1906] Regions without data are black.

Plate 2. Left side: decadal mean change i for io B, relative to the control run, for the
decades 1960s, 1990s and 2010s. Mxﬁde.nwofmempmed temperature change to the interannual variability of
the annual mean temperature in the 100 year control run (Plate 1a).

Plate 3. Left side: decadal mean temperature change for scenario B as a function of latitude and season, for the
decades 1980s, 1990s and 2010s. Right side: ratio of the computed temperature change to the interannual variability of -
the monthly mean temperature in the 100 year control run (Plate ic)

Plated. Left side: decadal mean temperature change for io B as a functi and latitude, for the
decades 19805, 1990s and 2010s. Right side: ratio of the computed temperature dnn;e 1o the interannual variability of
the annual mean temperature in the 100 year control run (Plate 1e).

Plate S. Simulated June-July-August (left side) and December-January-February temperature snomalies in the 1990s,
compared to the 100 year control run with 1958 atmospheric composition.

Plate 6. Simulated July surface air lies for six indivi years of io B, to the 100

P P

year coatrol run with 1958 atmospheric composition.
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Mr. SHARP. Thank you very much, Dr. Hansen. Dr. MacCracken.

STATEMENT OF MICHAEL C. MacCRACKEN

Mr. MACCRACKEN. Thank you, Mr. Chairman. I've been invited
to come and provide some perspective on limitations and uncertain-
ties in our understanding. This is not an easy topic because it gets
into discussing details and nuances of how things are done. I think
it's a very important one and it raises some very important issues
to be considering. _

First, I'd like to say that I agree with the previous speakers and I
think there’s a broad scientific consensus that the greenhouse
effect is real. It’s not the only factor that’s probably affecting the
climate, but it’s probably the most important one. We are changing
atmospheric composition. This is going to cause the temperature to
rise, not by perhaps tenths of a degree, but by degrees. It’s going to
cause sea levels to rise and it’s going to cause shifting of precipita-
tion.

There are many things we don’t know about this and there are
many reasons that uncertainties arise about how much the emis-
sions will be in the future; how the atmospheric composition and
chemistry will change; how climate will change; how the environ-
ment will respond and I'm just going to focus on the climate as-
pects of that here.

The questions that come up are by how much the climate will
change; where it will occur and when it will happen. I think the
uncertainty, the level of uncertainty that exists in this, is of the
order of a factor of 2, on many kinds of questions—how much the
warming might be in a hundred years in the midwestern United
States; or how much sea level might rise over the next hundred
years.

They are not factors of 10 uncertainty; they're factors of 2 uncer-
tainty. But these can still be important and raise interesting policy
kinds of questions. First, I should say that this is a very, very diffi-
cult question to work on. It’s a little bit like predicting what’s
going to—the details of what would happen if you have a cigarette
with smoke rising and you have all the little eddies. The little
eddies that are occurring and waves and things that are happen-
ing, are the weather that one would be experiencing; predicting
that into the future, is very, very hard. It’s something that we can
try to do and we can try and figure out how wide the smoke plume
might be and what the frequency of these eddies might be, to give
us a sense of what’s happening.

Basically, Jim Hansen has talked about his research. There are
four groups in the United States and several others abroad that are :
studying this problem. The four U.S. groups in addition to the
group at the Goddard, are at the Geophysical Fluid Dynamics Lab-
oratory at Princeton, at the National Center for Atmospheric Re-
search in Boulder, and at Oregon State University.

Each of these groups has been working for more than a decade,
with what resources they have, to do the best possible job that they
can. These models, still, however, have quite a number of shortcom-
ings that are important to consider. What we have been doing at
Livermore on behalf of the Department of Energy, is looking at
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