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Abstract: Energy budget estimates of equilibrium climate sensitivity (ECS) and transient 6 

climate response (TCR) are derived based on the best estimates and uncertainty ranges for 7 

forcing provided in the IPCC Fifth Assessment Scientific Report (AR5). Recent revisions to 8 

greenhouse gas forcing and post-1990 ozone and aerosol forcing estimates are incorporated 9 

and the forcing data extended from 2011 to 2016. Reflecting recent evidence against strong 10 

aerosol forcing, its AR5 uncertainty lower bound is increased slightly. Using a 1869–1882 11 

base period and a 2007−2016 final period, which are well-matched for volcanic activity and 12 

influence from internal variability, medians are derived for ECS of 1.50 K (5−95%: 1.05−2.45 13 

K) and for TCR of 1.20 K (5−95%: 0.9−1.7 K). These estimates both have much lower upper 14 

bounds than those from a predecessor study using AR5 data ending in 2011. Using infilled, 15 

globally-complete temperature data gives slightly higher estimates; a median of 1.66 K for 16 

ECS (5−95%: 1.15−2.7 K) and 1.33 K for TCR (5−95%:1.0−1.90 K). These ECS estimates 17 

reflect climate feedbacks over the historical period, assumed time-invariant. Allowing for 18 

possible time-varying climate feedbacks increases the median ECS estimate to 1.76 K 19 

(5−95%: 1.2−3.1 K), using infilled temperature data. Possible biases from non-unit forcing 20 

efficacy, temperature estimation issues and variability in sea-surface temperature change 21 

patterns are examined and found to be minor when using globally-complete temperature data. 22 

These results imply that high ECS and TCR values derived from a majority of CMIP5 climate 23 

models are inconsistent with observed warming during the historical period. 24 

25 
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1.    Introduction 26 

There has been considerable scientific investigation of the magnitude of the warming of 27 

Earth’s climate from changes in atmospheric carbon dioxide (CO2) concentration. Two 28 

standard metrics summarize the sensitivity of global surface temperature to an externally 29 

imposed radiative forcing. Equilibrium climate sensitivity (ECS) represents the equilibrium 30 

change in surface temperature to a doubling of atmospheric CO2 concentration. Transient 31 

climate response (TCR), a shorter-term measure over 70 years, represents warming at the time 32 

CO2 concentration has doubled when it is increased by 1% a year.  33 

For over thirty years, climate scientists have presented a likely range for ECS that has 34 

hardly changed. The ECS range 1.5−4.5 K in 1979 (Charney 1979) is unchanged in the 2013 35 

Fifth Assessment Scientific Report (AR5) from the IPCC. AR5 did not provide a best 36 

estimate value for ECS, stating (Summary for Policymakers D.2): "No best estimate for 37 

equilibrium climate sensitivity can now be given because of a lack of agreement on values 38 

across assessed lines of evidence". 39 

At the heart of the difficulty surrounding the values of ECS and TCR is the substantial 40 

difference between values derived from climate models versus values derived from changes 41 

over the historical instrumental data record using energy budget models. The median ECS 42 

given in AR5 for current generation (CMIP5) atmosphere-ocean global climate models 43 

(AOGCMs) was 3.2 K, versus 2.0 K for the median values from historical-period energy 44 

budget based studies cited by AR5. 45 

Subsequently Lewis and Curry (2015; hereafter LC15) derived, using observationally-46 

based energy budget methodology, a median ECS estimate of 1.6 K from AR5's global 47 

forcing and heat content estimate time series, which made the discrepancy with ECS values 48 
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derived from AOGCMs even larger. LC15 also derived a median TCR value of 1.3 K, well 49 

below the 1.8 K median TCR for CMIP5 models in AR5. 50 

Considerable effort has been expended in attempts to reconcile the observationally-51 

based ECS values with values determined using climate models. Most of these efforts have 52 

focused on arguments that the methodologies used in the energy balance model 53 

determinations result in ECS and/or TCR estimates that are biased low (e.g., Marvel et al. 54 

2016; Richardson et al. 2016; Armour 2017). 55 

Using a standard global energy budget approach, this paper seeks to clarify the 56 

implications for climate sensitivity (both ECS and TCR) of incorporating the most up-to-date 57 

surface temperature, forcing and ocean heat content data. Forcing and heat content estimates 58 

given in AR5 are extended from 2011 to 2016, with recent revisions to greenhouse gas 59 

forcing-concentration relationships and post-1990 tropospheric ozone and aerosol forcing 60 

changes applied and a new ocean heat content dataset incorporated. This paper also addresses 61 

a range of concerns that have been raised regarding using energy balance models to determine 62 

climate sensitivity: variability in patterns of sea-surface temperature change, non-unit forcing 63 

efficacy, temperature estimation issues and time-varying climate feedbacks. 64 

The paper is structured as follows. The global energy budget approach is discussed in 65 

Section 2. Section 3 deals with data sources and uncertainties, Section 4 with choice of base 66 

and final periods, and methods are described in Section 5. Section 6 sets out the results, which 67 

are discussed in Section 7. Section 8 concludes. 68 

2.    Global energy budget approach 69 

A general energy budget framework has been widely used in the estimation and analysis of 70 

climate sensitivity, such as by Armour and Roe (2011) and Roe and Armour (2011), and in 71 

AR5 (Bindoff et al. 2014). Estimation of climate sensitivity from changes in conditions 72 
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between periods early and late in the industrial era has been developed by Gregory et al. 73 

(2002), Otto et al. (2013), Masters (2014), LC15 and other papers. Advantages of the energy 74 

budget approach are described by LC15; relative to less simple models that use zonally, 75 

hemispherically or land-ocean resolved data, the energy budget approach includes improved 76 

quantification of and robustness against uncertainties through use only of global mean data. 77 

Generally, complex models are ill-suited to observationally-based climate sensitivity 78 

estimation since it may not be practicable to produce, by perturbing their internal parameters, 79 

a simulated climate system that is adequately consistent with observed variables. An  80 

increasingly popular alternative is the 'emergent constraint' approach: identifying 81 

observationally-constrainable metrics in the current climate which correlate with ECS in 82 

complex models. However, it has been shown for CMIP5 models that all such metrics are 83 

likely only to constrain shortwave cloud feedback, and not other factors controlling their ECS 84 

(Qu et al. 2017). The ability in a state-of-the-art complex model to engineer ECS over a wide 85 

range (largely arising from differing shortwave cloud feedback) by varying the formulation of 86 

convective precipitation, without being able to find a clear observational constraint that favors 87 

one version over the others (Zhao et al. 2016), casts further doubt on the emergent constraint 88 

approach.  89 

Using a simple rather than a complex climate model also has the important advantage 90 

of transparency and reproducibility. What determines ECS and TCR in a complex model is 91 

obscure, and their estimation is affected by internal variability. The energy budget framework 92 

provides an extremely simple physically-based climate model that, given the assumptions 93 

made, follows directly from energy conservation. It has only one uncertain parameter, λ, 94 

which can be directly derived from estimates of changes in historical global mean surface 95 

temperature (hereafter 'surface temperature'), forcing and heat uptake rate. 96 
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The main assumption made by the energy budget model concerns the radiative 97 

response ΔR to a change in radiative forcing ΔF that alters positively the Earth's net 98 

downwards top-of-atmosphere (TOA) radiative imbalance N. The assumption is that, in 99 

temporal mean terms, ΔR  – the change in net outgoing radiation resulting from the change in 100 

the state of the climate system caused by the forcing imposition – is linearly proportional to 101 

the forcing-induced change in surface temperature ΔT. Mathematically,  102 

 RR T µ      (1) 103 

with λ – the climate feedback parameter, representing the increase in net outgoing energy flux 104 

per degree of surface warming – constant, and µR a random zero-mean residual term 105 

representing internal fluctuations in the system unrelated to fluctuations in T. Together µR and 106 

fluctuations in R arising, through its relation to T, from internal variability in T – which will 107 

have a different signature –represent the internal variability in R. A constant λ implies it is 108 

independent of T, other aspects of the climate state, the magnitude and composition of ΔF, 109 

and the time since forcing was applied. 110 

By conservation of energy, ΔN = ΔF − ΔR . Therefore, in temporal mean terms, 111 

substituting using (1) 112 

 ( ) /F N T      (2) 113 

It follows from (2) that, designating the radiative forcing from a doubling of atmospheric CO2 114 

concentration as 2 CO2F  , once equilibrium is restored following such a doubling (implying 115 

ΔN=0),  116 

 2 CO2 / ECSF   (3). 117 

Hence, substituting in (2), in general  118 

 2 CO2ECS
T

F
F N






 
 (4) 119 
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with the CO2 forcing component of F calculated on a basis consistent with that used for 120 

2 CO2F  . Here, N is conventionally regarded and measured as the rate of planetary heat uptake, 121 

which provides identical ΔN values to measuring its net downwards radiative imbalance. 122 

Equation (4) assumes that T  is entirely externally forced, but it does not imply a linear 123 

relationship between ΔN and ΔT, unlike the 'kappa' model (Gregory and Forster 2008).   124 

We apply (4) to estimate ECS based on changes in mean values of estimates for T, F 125 

and N between well separated, fairly long base and final periods.  126 

Being inferred from transient changes, ECS as defined in (4) is an effective climate 127 

sensitivity that embodies the assumption of a constant linear climate feedback parameter λ.  128 

Equilibrium climate sensitivity, by contrast, requires the atmosphere-ocean system (although 129 

not slow components of the climate system, such as ice sheets) to have equilibrated. 130 

Equilibrium and effective climate sensitivity will not be identical if the feedback parameter is 131 

inconstant over time or dependent on ΔF or ΔT. The behavior of CMIP5 models may provide 132 

some insight into these issues. 133 

Throughout 140-year simulations in which CO2 forcing is increased smoothly at 1% 134 

per annum (1pctCO2), the responses of almost all CMIP5 AOGCMs can be accurately 135 

emulated by convolving the rate of increase in forcing with the step response in their 136 

simulations in which CO2 concentration is abruptly quadrupled (abrupt4xCO2) (Figure 1; 137 

Good et al. 2011; Caldeira and Myhrvold 2013). Such behavior strongly suggests that 138 

feedback strength in CMIP5 models generally does not change with F  or T  per se, at 139 

least for CO2 forcing from up to respectively quadrupling of its preindustrial concentration 140 

and the warming reached in abrupt4xCO2 simulations after half a century or so (typically 4−5 141 

K). Otherwise one would expect to see divergences, particularly in the first few decades of the 142 

1pctCO2 simulation when the applicable temperature is furthest below the mean temperature 143 

of the abrupt4xCO2-derived step-emulation components. We have also investigated feedback 144 
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strength in the MPI-ESM-1.2  AOGCM under differing abrupt CO2 increases. Feedback 145 

strength is almost the same between abrupt2xCO2 and abrupt4xCO2 simulations up to at least 146 

year 150, when ΔT reaches 5 K under quadrupled CO2. 147 

However, in most CMIP5 AOGCMs, λ (here 
dN

dT
 ) tends to decrease a few decades 148 

into abrupt4xCO2 simulations – when N is plotted against T (a 'Gregory plot'), the slope is 149 

gentler after that time – although generally λ then remains almost constant for the rest of the 150 

simulation (Armour 2017 Fig. S1). In some cases, the decrease in λ may be linked to 151 

temperature- or time-dependent energy leakage (Hobbs et al. 2016). However, typically the 152 

decrease in λ appears to arise primarily from the strength of modeled shortwave cloud 153 

feedbacks varying with time, likely linked to evolving patterns of surface warming (Andrews 154 

et al. 2015). The decrease in λ means that effective climate sensitivity estimates derived from 155 

simulations forced by abrupt or ramped CO2 changes tend to increase with the analysis period, 156 

although in most cases they change only modestly once a multidecadal period has elapsed. It 157 

is unclear to what extent, if any, this behavior occurs in the real climate system. Possible 158 

implications of time-varying feedbacks for historical period energy budget ECS estimation are 159 

analyzed in section 7f. Until then, ECS estimates are not distinguished according to what 160 

extent they are potentially affected by time-varying feedbacks. 161 

ECS would also differ from the estimate provided by (4) if that were significantly 162 

affected by internal variability, or if effect on ΔT or ΔN of the composite forcing change over 163 

the estimation period differed from that of CO2 forcing. These issues are discussed in Sections 164 

3b, 3c, 4 and 7c. The possibility of internal variability in spatial surface temperature patterns 165 

affecting ECS estimation is discussed in Section 7a.  166 

Transient climate response (TCR) is the increase in surface temperature (averaged 167 

over twenty years) at the time of CO2 concentration doubling when it is increased by 1% a 168 
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year, implying an almost linear forcing ramp over 70 years. Although designed as a measure 169 

of transient response in AOGCMs, TCR can be regarded as a property of the real climate 170 

system. TCR can be estimated by scaling the ratio of the response of global surface 171 

temperature to the change in forcing accruing approximately linearly over a period of circa 70 172 

years (Bindoff et al. 2014, p.920). That is: 173 

 
2 CO2TCR

T
F

F






 (5) 174 

TCR can be estimated using (5) with a recent final period and a base period ending circa 175 

1950. Although occurring mainly over the last 70 years, the effect on surface temperature of 176 

the development of forcing over the whole historical period (post ~1850) has been estimated 177 

to be broadly equivalent to that of a 100-year linear forcing ramp (Armour 2017). TCR may 178 

therefore also be estimated using a base period early in the historical period, with a possible 179 

marginal upwards bias since with a longer ramp period the climate system will have had more 180 

time to respond to the ramped forcing. LC15 found that estimating TCR using (5) with a 181 

recent final period and a base period either early in the historical period or of 1930−1950 182 

provided an estimate of TCR closely consistent with its definition. 183 

The energy budget approach has also been applied to estimate both ECS and TCR 184 

using regression over all or a substantial part of the historical period, rather than taking 185 

differences between base and final periods (Gregory and Forster 2008; Schwartz 2012). 186 

Although regression makes fuller use of available information than the two-period method, 187 

using averages over base and final periods captures much of the available information, since 188 

internal variability is high on sub-decadal timescales and total forcing has only become 189 

reasonably large relative to its uncertainty relatively recently. Moreover, handling 190 

multidecadal internal variability and volcanic eruptions poses a challenge when using 191 
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regression. Gregory and Forster (2008) excluded years with significant volcanism, but 192 

subsequent years may be affected by the recovery from volcanic forcing.  193 

It is important to use an appropriate forcing metric for energy budget sensitivity 194 

estimation. The surface temperature response to forcing from a particular agent relative to that 195 

from CO2 (its 'efficacy': Hansen et al. 2005) is in some cases sensitive to the metric used. In 196 

such cases, efficacy is normally much closer to unity when the effective radiative forcing 197 

(ERF) metric (Sherwood et al. 2015; Myhre et al. 2014) is used rather than the common 198 

stratospherically-adjusted radiative forcing (RF) metric. Unlike ERF, the RF metric does not 199 

allow for the troposphere and land surface adjusting to the imposed forcing. Since ERF is a 200 

construct designed to fit the global radiative response as a linear function of ΔT over time 201 

scales of decades to a century (Sherwood et al. 2015), it is an appropriate metric for energy 202 

budget sensitivity estimation. References here to forcing are to ERF except where indicated 203 

otherwise. AR5 only gives estimated forcing time-series for ERF. Its best estimates of 2011 204 

ERF differ from those of RF only for aerosols and contrails, although uncertainty ranges are 205 

generally wider for ERF than for RF.  206 

Uncertainty in energy budget estimates of ECS and TCR from instrumental 207 

observations stems primarily from uncertainty in F (LC15), which also produces most of 208 

the asymmetry in probability distributions for ECS and TCR estimates (Roe and Armour 209 

2011). The two main contributors to uncertainty in F  are aerosols and, to a substantially 210 

smaller extent, well-mixed greenhouse gases (WMGG).  211 

3.    Data sources and uncertainties 212 

As in LC15, forcing and heat uptake data and uncertainty estimates identical to those given in 213 

AR5 have been used unless stated otherwise. AR5 estimates represent carefully considered 214 

assessments in which many climate scientists with relevant expertise were involved, and 215 
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underwent an extensive review process. Post-2011 values have insofar as possible been 216 

derived entirely from observational data, on a basis consistent with that in AR5. Trend-based 217 

extrapolation has only been used for some minor forcing and heat uptake components, except 218 

for 2016 aerosol and tropospheric ozone forcing. Only a brief discussion of the treatment of 219 

data uncertainties and internal variability is given here, since full details of our treatment can 220 

be found in LC15. This section summarizes information about the forcing, heat uptake and 221 

temperature data. Full details of changes relative to AR5 estimates for certain forcing and heat 222 

uptake components, and of the updating of all components from 2011 to 2016, are provided in 223 

the Supplementary Material (S1 and S2).  224 

a. Forcings 225 

ERF time series medians up to 2011 (relative to 1750) are sourced from Table AII.1.2 226 

of AR5, with uncertainty estimates for 2011 derived from Table 8.6 and Table 8.SM.5 of 227 

AR5. The only changes to Table AII.1.2 values concern forcing from the principal WMGG, 228 

where recent revisions to forcing-concentration relationships (Etminan et al. 2016) have been 229 

incorporated throughout, and post-1990 changes in aerosol and tropospheric ozone forcing, 230 

where new estimates of their evolution based on updated anthropogenic emission data for 231 

1990−2015 (Myhre et al. 2017) have been adopted, adding their estimated post-1990 changes 232 

to the AR5 1990 values. Recent evidence concerning volcanic forcing (Andersson et al. 2015) 233 

was considered, but no revision to AR5 estimates was found necessary (Supplementary 234 

Material S1). The principal effect of these revisions is to make methane (CH4) forcing more 235 

positive, and post-1990 aerosol forcing less negative, than per AR5. After reaching −0.9 236 

Wm−2 in 1995, ERFAerosol weakens to −0.8 Wm−2 in 2011. The 2011 forcing uncertainty 237 

ranges are used, in conjunction with AR5 2011 medians, to specify the fractional uncertainty 238 

for each forcing constituent.  239 
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Since AR5, understanding of anthropogenic aerosol forcing (ERFAerosol) has improved. 240 

A number of recent studies point to total aerosol forcing being substantially weaker than the 241 

lower end of the −1.9 to −0.1 Wm−2 2011 range (median −0.9 Wm−2) given in AR5, primarily 242 

due to negative forcing from aerosol-cloud interactions being weaker than previously thought 243 

(Seifert et al. 2015; Stevens 2015; Gordon et al. 2016; Zhou and Penner 2017; Nazarenko et 244 

al. 2017; Lohmann 2017; Malavelle et al. 2017; Stevens et al. 2017; Fiedler et al. 2017; Toll 245 

et al. 2017). Recent evidence regarding positive aerosol forcing from absorbing carbonaceous 246 

aerosols (Wang et al. 2014, Samset et al. 2014, Wang et al. 2016, Zhang et al. 2017) is mixed, 247 

on balance suggesting it may be lower than the AR5 best estimate, but above its lower 248 

uncertainty bound in AR5. Although some post-AR5 studies (e.g. Cherian et al. 2014, McCoy 249 

et al. 2017) have reported relatively strong aerosol forcing, Stevens (2015) presented several 250 

observationally-based arguments that total aerosol forcing since preindustrial was weak, and 251 

could not be stronger than −1.0 Wm−2.1 Supporting those arguments, Zhou and Penner (2017) 252 

and Sato et al. (2018) showed that negative cloud-lifetime aerosol forcing simulated by 253 

AOGCMs was unrealistic, Bender et al. (2016) showed that the positive correlation between 254 

aerosol loading and cloud albedo displayed in most climate models is not seen in 255 

observations, and Nazarenko et al. (2017) showed that aerosol forcing was weaker when 256 

climate feedbacks were allowed for.  In the light of these developments, the −1.9 Wm−2 257 

model-derived lower bound for 2011 aerosol forcing in AR5 now appears too strong. We have 258 

therefore weakened it slightly to −1.7 Wm−2, as in Armour (2017), making the range 259 

symmetrical about the AR5 2011 median.  260 

Following LC15, CO2 and 'GHG Other' forcings are combined into a single ERFGHG 261 

time series, since AR5 does not distinguish between the two as regards ERF uncertainty. 262 

                                                           
1 Substituting, for consistency, the higher WMGG forcing used in this study for that used in Stevens (2015) 

would slightly change its −1.0 Wm−2 aerosol forcing lower bound, to −1.06 Wm−2, too little to weaken the 

argument for the proposal made here. 
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Uncertainty in forcing from WMGG almost entirely relates to how much forcing a given 263 

concentration of each greenhouse gas produces – uncertainty in concentrations is minor – and 264 

is likely highly correlated among WMGG. AR5 (Section 8.5.1) assumes that fractional ERF 265 

uncertainties for CO2 applies to all WMGG and to total WMGG, implying that fractional 266 

uncertainty in 2 CO2F   is the same as, and fully correlated with, that in ERFGHG. We follow Otto 267 

et al. (2013) and LC15 in adopting this assumption. Although uncertainty in WMGG forcing 268 

is substantial, since 2 CO2F   appears in the numerator of (4) and (5), and F  (to which ERFGHG 269 

is by far the largest contributor) in the denominator, the effects on ECS and TCR estimation 270 

of uncertainty in forcing from WMGG cancel out to a substantial extent. Dropping the 271 

assumption of uncertainty being correlated between CO2 and 'GHG Other' forcing would have 272 

a negligible effect on ECS and TCR estimate uncertainty ranges. That same applies if in 273 

addition the ERF-to-RF uncertainty ratio for non-CO2 WMGG were increased from the 274 

20%:10% ratio assumed in AR5 to 30%:10%, even if uncertainty were treated as perfectly 275 

correlated between all non-CO2 WMGG, as in AR5. 276 

Ozone (both Tropospheric and Stratospheric), Stratospheric H2O (Water vapor) and 277 

Land Use Change forcings, for which uncertainty distributions can be added in quadrature, are 278 

combined into a single ERFOWL forcing component series (termed ERFnonGABC in LC15).  279 

The resulting forcing best estimates and uncertainties used for the main results are 280 

summarised in Table 1, for both 2011 and 2016. AR5 forcing estimates and uncertainty 281 

ranges for 2011 are also shown. Following LC15, the uncertainty ranges for solar and 282 

volcanic forcing have been widened. The revised total 1750−2011 anthropogenic forcing 283 

estimate has increased by 9% from the AR5 value; the largest contribution comes from the 284 

revision in CH4 forcing. 2 CO2F   has also been revised up by 2.5%, to 3.80 Wm−2, which has an 285 
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opposing effect on sensitivity estimation to the upward revision in total forcing. Figure 2 286 

shows the original AR5 and revised anthropogenic forcing time-series. 287 

LC15 concluded that volcanic forcing (ERFVolcano) in AR5 needs to be scaled down by 288 

40−50% in order to produce a comparable effect on surface temperature to ERFGHG and other 289 

forcings. Gregory et al. (2016) likewise found that volcanic forcing produced a substantially 290 

smaller response in AOGCMs than CO2 forcing. They quantified the effect in HadCM3, 291 

where ERFVolcano was smaller relative to stratospheric aerosol optical depth than per AR5 and 292 

its efficacy was also lower, implying that AR5 volcanic forcing needed to be scaled down by 293 

~50% for use in a global energy budget model. Since there is no authority in AR5 for 294 

applying an adjustment factor, the issue is sidestepped by using base and final periods with 295 

matching mean volcanic forcing, as in LC15. The results of applying a scaling factor of 0.55 296 

are shown where sensitivity testing of estimates to the choice of base and final periods 297 

involves mismatched volcanic forcing. Likewise, as in LC15 the AR5 Land Use Change 298 

forcing (ERFLUC) series is used despite it representing only effects on surface albedo. AR5 299 

assessed that including other effects of land use change it is about as likely as not to have 300 

caused net cooling. The effect of setting ERFLUC to zero is also reported. AR5 gives an 301 

estimated efficacy range of 2−4 for the minor black carbon on snow and ice forcing 302 

(ERFBCsnow), which is applied probabilistically. 303 

b. Heat uptake 304 

Planetary heat uptake – the rate of increase in its heat content – occurs primarily 305 

(>90%) in the ocean. The AR5 estimates for heat uptake by the atmosphere, ice, land and the 306 

deep (sub-2000 m) ocean are used unaltered up to 2011 and extended to 2016. AR5's source 307 

for 700−2000 m ocean heat content (OHC), Levitus et al. (2012), has been updated, but a new 308 

dataset (Cheng et al. 2017) is also available; the average of those two datasets is used here. 309 
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AR5's source for 0–700 m OHC has not been updated to 2016. The average of three available 310 

fully updated 0−700 m OHC datasets (Cheng et al., Levitus et al., and Ishii and Kimoto 311 

(2009)) is used instead, for all years. There are considerable divergences between OHC 312 

estimates from the various datasets, arising from differences in the data used, corrections 313 

made to it, and the mapping (infilling) methods used. Averaging results from different OHC 314 

datasets reduces the effect of errors particular to individual datasets. Over the main 315 

1995−2011 and 1987−2011 final periods used in LC15, implementing the foregoing changes 316 

to the sourcing and calculation of OHC estimates produces slightly higher 0−2000 m ocean 317 

heat uptake (OHU) estimates than use of the original AR5 datasets. Since the mid-2000s, 318 

when the Argo floating buoy network achieved near-global coverage, OHC uncertainty has 319 

been lower. The revised estimation basis produces total heat uptake within 0.02 Wm−2 of the 320 

estimates by Desbruyeres et al. (2017) of 0.72 Wm−2 over 2006-2014 and by Johnson et al. 321 

(2016) of 0.71 W m−2 over 2005−2015.  322 

As in previous energy budget studies, AOGCM simulation-derived estimates of heat 323 

uptake are used for the base periods, since OHC was not measured then. The heat uptake 324 

values used in LC15, which were derived from simulations by CCSM4 starting in AD 850 325 

(Gregory et al. 2013), scaled by 0.60, were 0.15, 0.10 and 0.20 W m−2 respectively for the 326 

1859−1882, 1850−1900 and 1930−1950 base periods. The unscaled CCSM4-derived values 327 

were consistent with the value derived by Gregory et al. (2002) from a different AOGCM. 328 

The LC15 values are adopted (taking the 1859−1882 value for 1869−1882), as are the LC15 329 

standard error estimates, being in each case 50% of the heat uptake estimate.  330 

The variability in total heat uptake of 0.045 Wm−2 for all base and final periods used 331 

in LC15, derived from the ultra-long HadCM3 (Gordon et al. 2000) control run, is also 332 

adopted. Investigation showed this to be adequate for each of the base and final periods used 333 

here. 334 
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c. Surface temperature 335 

As in LC15, the HadCRUT4 surface temperature dataset (Morice et al. 2012) is used, 336 

updated from HadCRUT4v2 to HadCRUT4v5. Results are also presented using a globally-337 

complete version infilled by kriging (Had4_krig_v2: Cowtan and Way 2014). The surface 338 

temperature trends over 1900−2010 are identical in both versions, with Had4_krig_v2 339 

warming faster than HadCRUT4v5 early and late in the record.  340 

Unlike GISStemp and NCDC MLOST (now NOAA GlobalTemp), the other two 341 

surface temperature datasets cited in AR5, HadCRUT4 extends back to 1850 rather than 1880, 342 

providing adequate data early in the historical period prior to the period of heavy volcanism 343 

from 1883 on. The warming shown by the infilled GISStemp and NOAA4.0.1 datasets 344 

between twenty-year periods early and late in their records (1880−1899 and 1997−2016) was 345 

respectively 0.85 K and 0.82 K, against 0.83 K for HadCRUT4v5 and 0.89 K for 346 

Had4_krig_v2. 347 

Both versions of HadCRUT4 provide an ensemble of 100 temperature realizations that 348 

preserves the time-dependent correlation structure. Uncertainty in mean surface temperature 349 

for each period is calculated on a basis consistent with the applicable covariance matrix of 350 

observational uncertainty, and combined in quadrature with an estimate of inter-period 351 

internal variability in T . The LC15 estimate of 0.08 K standard deviation for such internal 352 

variability is adopted; it was conservatively scaled up from 0.06 K derived from the ultra-long 353 

HadCM3 control run. Sensitivity testing in LC15 showed that a further 50% increase in 354 

internal variability in T had almost no effect on uncertainty in ECS and TCR estimates. 355 

4.    Choice of base and final periods 356 

Two-period energy budget studies have used base and final periods lasting between one and 357 

five decades. Longer periods reduce the effects of interannual and decadal internal variability, 358 
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but shorter periods make it feasible to avoid major volcanism and a short final period provides 359 

a higher signal. Base and final periods should be at least a decade, to sufficiently reduce the 360 

influence of interannual variability. Volcanic forcing efficacy, relative to AR5 forcing 361 

estimates, appears to be substantially below unity, and may differ according to the location 362 

and type of eruption. Moreover, prior to the satellite (post-1978) era there are considerable 363 

uncertainties regarding the magnitude of volcanic eruptions and resulting forcing. Therefore, 364 

accurate sensitivity estimation requires estimated volcanic forcing to be matched between the 365 

base and final period, and relatively low. Likewise, initial and final periods should be well 366 

matched regarding the influence of the principal sources of interannual and multidecadal 367 

internal variability, notably ENSO and Atlantic multidecadal variability.  368 

Atlantic multidecadal variability is often quantified by an index of detrended north 369 

Atlantic sea-surface temperatures, either including (Enfield et al. 2001) or excluding (van 370 

Oldenborgh et al. 2009) the tropics, and termed the Atlantic Multidecadal Oscillation (AMO). 371 

The internal multidecadal pattern in near-global sea-surface temperature found by Delsole et 372 

al. (2011) is very similar to Enfield et al.'s AMO index. Enfield et al. (2001) detrended 373 

relative to time, whereas van Oldenburgh detrended relative to surface temperature. While 374 

following van Oldenburgh et al. in excluding the tropics (which are more affected by ENSO 375 

state than the extratropics), we prefer detrending relative to total forcing, omitting volcanic 376 

years, in order to exclude any forced signal. Whichever definition is used, the AMO has had a 377 

quasi-periodicity of 60−70 years during the instrumental record, peaking around 1875, 1940 378 

and 2005. When using a final period ending in 2016, to maximise the anthropogenic warming 379 

signal, matching its mean AMO state requires a base period either early in the historical 380 

period or in the mid-twentieth century.  381 

Matching mean ENSO state for base and final period levels is not practical where a 382 

base period early in the record is used, since the mean ENSO state, as represented by the MEI 383 
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index (Wolter and Timlin 1993), was lower then than in recent decades. However, the MEI 384 

index depends partly on non-detrended sea-surface temperature (SST) and could include a 385 

forced element, so use of a detrended version is arguably preferable. On that basis, there is no 386 

difficulty in matching mean ENSO state. In any event, of the natural sources of influence on 387 

sensitivity estimation considered, mean ENSO state appears to be the least influential. 388 

LC15 used base periods of 1859−1882, 1930−1950 and 1850−1900. LC15's preferred 389 

base and final periods were 1859−1882 and 1995−2011, being the longest periods near the 390 

start and at the end of the instrumental record with low volcanic activity and with adequately 391 

matched AMO influence. As volcanic activity has remained low since 2011, the obvious 392 

choice of updated final period is 1995−2016. This includes a number of relatively cold years 393 

but also two very strong El Niños. The decade 2007−2016, which includes a mix of cold and 394 

warm years and ends with a powerful El Niño, is arguably preferable as it provides a higher 395 

F  and the best constrained TCR and ECS estimates. Moreover, as the Argo network was 396 

operational throughout 2007−2016, confidence in the reliability of OHU estimation is higher.  397 

Although 1859−1882 is well matched with both 1995−2016 and 2007−2016 as regards 398 

mean volcanic forcing, and acceptably matched for mean AMO state, HadCRUT4v5 399 

observational data sampled a particularly low proportion of the Earth's surface throughout 400 

most of the 1860s – substantially lower than both prior to 1860 and from 1869 on. During the 401 

same period, larger than usual differences arose between the original HadCRUT4v5 and the 402 

globally complete Had4_krig_v2 surface temperature estimates. Infilling through kriging is 403 

subject to greater uncertainty when observations are sparser. There is merit in using the longer 404 

1850−1882 period, excluding all years with low (under 20% of global area) HadCRUT4v5 405 

coverage (being 1860−1868); however, as volcanic forcing was strong (below –0.5 Wm−2) 406 

over 1856−1858 those years would also need to be excluded to avoid mismatched volcanic 407 

forcing. Since the complete shorter 1869−1882 period produces essentially identical TCR and 408 
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ECS estimation we use that instead. It is well matched with the 1995−2016 and 2007−2016 409 

final periods as regards mean volcanic forcing as well as AMO and ENSO state. The better 410 

observed 1930−1950 period is also well matched with those final periods, although its mean 411 

AMO state is stronger. 412 

TCR and ECS estimates are also computed using much longer base and final periods. 413 

The 1850−1900 long base period, taken in AR5 to represent pre-industrial surface 414 

temperature, has substantial mean volcanic forcing. It is matched with 1980−2016, which has 415 

almost identical mean volcanic forcing and acceptably similar mean AMO and ENSO states. 416 

Figure 3 shows variations in the three sources of natural variability discussed, along 417 

with areal coverage of HadCRUT4v5. Five year running means are shown for the MEI and 418 

AMO indexes.  419 

5.    Methods 420 

The method used to calculate ECS and TCR is identical to that in LC15, where it is set out in 421 

detail. In summary, the main steps in deriving best estimates and uncertainty ranges for ECS 422 

and TCR for each base period and final period combination are as follows: 423 

1)  Unrevised AR5 2011 values for each forcing component (ERFGHG, ERFAerosol, 424 

ERFBCsnow, ERFContrails, ERFOWL, ERFSolar and ERFVolcano) are sampled, using the 425 

original AR5 uncertainty distributions except for aerosol forcing. For aerosol forcing a 426 

normal distribution with unchanged −0.9 Wm−2 median but the revised −0.1 to −1.7 427 

Wm−2 5−95% uncertainty range is used. Where appropriate, part of fractional-type 428 

uncertainty in a forcing component (being all but any fixed element) is treated as 429 

independent between the base and final periods, and the total uncertainty is split 430 

between separate common and independent random elements before sampling. The 431 

AR5 efficacy range for ERFBCsnow is applied probabilistically at this stage. After 432 
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dividing by the AR5 2011 best estimates, the (one million) samples are used to scale 433 

the period means computed from the best estimate time series (revised from AR5 434 

where relevant), samples from the fixed elements of solar and volcanic forcing 435 

uncertainty are added and the components combined, thus deriving sampled F  436 

values. The central 2 CO2F   value is scaled in the same proportion as the central ERFGHG 437 

values. This produces 2 CO2F   samples with uncertainty realizations (proportionately) 438 

matching those for WMGG forcing.  439 

2)  Uncertainty distributions for T  (using the relevant 100-realizations ensemble) and 440 

for N  are computed, adding in quadrature the estimated uncertainties of the base and 441 

final period means and the estimated internal variability, and random samples drawn 442 

from those distributions. 443 

3)  For each sample realization of T , F , N  and 2 CO2F  , the ECS and TCR values 444 

given by equations (4) and (5) are calculated. Histograms of the sample ECS and TCR 445 

values are then computed to provide median estimates, uncertainty ranges and 446 

probability densities, treating samples where the denominator is negative as having 447 

infinitely positive sensitivities.  448 

The estimates of T , F  and N , and their uncertainty ranges, are given in Table 2, 449 

with the relevant corresponding values from LC15 shown for comparison.  450 

6.    Results 451 

ECS and TCR estimates based on each of the four combinations of base period – final period 452 

are presented in Table 3. The ECS estimates in this Section assume that the climate feedback 453 

parameter over the historical period, which they reflect, is a constant. That is, they measure 454 
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effective climate sensitivity but assume it equals equilibrium climate sensitivity; the possible 455 

implications of relaxing this assumption are discussed in Section 7f. The relevant results from 456 

LC15 are shown for comparison. Estimates based on both original HadCRUT4v5 surface 457 

temperature data and on the globally-complete Had4_krig_v2 version are given. Probability 458 

density functions (PDFs) for these ECS and TCR estimates are presented in Figure 4.  459 

For each source of surface temperature data, the four best (median) estimates agree 460 

closely for both ECS and TCR. Based on HadCRUT4v5 data, the best estimates are in the 461 

range 1.50−1.56 K for ECS and 1.20−1.23 K for TCR. Based on globally-complete 462 

Had4_krig_v2 data, which show greater warming, the best estimates are in the range 463 

1.65−1.69 K for ECS and 1.27−1.33 K for TCR. Lower (5%) uncertainty bounds for ECS and 464 

TCR vary little between the four period combinations. Use of 1869−1882 as the base period 465 

and 2007−2016 as the final period provides the best-constrained, preferred, estimates, with 466 

95% bounds for ECS and TCR of 2.45 K and 1.7 K respectively using HadCRUT4v5 (2.7 K 467 

and 1.9 K using Had4_krig_v2); the corresponding median estimates are 1.50 K and 1.20 K 468 

(Had4_krig_v2: 1.66 K and 1.33 K).   469 

The new ECS and TCR median estimates based on HadCRUT4v5 are approximately 470 

10% lower than those in LC15, largely due to the positive revisions to estimated CH4 and 471 

post-1990 aerosol forcing, partly offset by the higher estimated 2 CO2F   and (for ECS) by 472 

estimated heat uptake in the final period being a slightly higher fraction of forcing.  473 

Results of some sensitivity analyses are shown in Table 4, with various aspects of the 474 

1869−1882 base period, 2007−2016 final period case being modified. These analyses do not  475 

systematically explore all possible variations in choice of data, uncertainty assumptions or 476 

methodology. For clarity, only values based on HadCRUT4v5 surface temperature data are 477 

shown; fractional sensitivities are similar using Had4_krig_v2 data.  478 
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Using 1850−1882 as the base period, with low observational coverage and volcanic 479 

years excluded, produces virtually identical ECS and TCR medians and uncertainty ranges to 480 

using 1869−1882. Generally, estimates of ECS and TCR are modestly sensitive to selection of 481 

base period if no allowance is made for volcanic forcing (as estimated in AR5) having a low 482 

efficacy; when its efficacy is taken as 0.55 the ECS and TCR best estimates are little changed 483 

upon substituting 1850−1900 or 1850−1882 (all years) as the base period. Moreover, applying 484 

a volcanic forcing efficacy of 0.55 when regressing surface temperature per HadCRUT4v5 on 485 

(efficacy-adjusted) forcing over all years in 1850−2016 produces a TCR estimate of 1.19 K, 486 

almost identical to the two-period estimate. By comparison, doing so using unit volcanic 487 

efficacy gives a much lower TCR value of 0.98 K.  488 

The residuals from regressing surface temperature per HadCRUT4v5 on efficacy-489 

adjusted forcing over 1850−2016 with volcanic efficacy set at 0.55 have a mean over 490 

2007−2016 only 0.01 K higher than that over 1869−1882 (0.03 K higher using Had4_krig_v2 491 

data). For the 1995−2016 final period the corresponding excesses are similar. The tiny 492 

magnitudes of these inter-period differences indicate that both final periods are well matched 493 

with the 1869−1882 base period as regards internal variability. 494 

Reverting the aerosol forcing 5% uncertainty bound back from –1.7 Wm−2 to the 495 

original AR5 –1.9 Wm−2 level increases the 95% bounds for ECS and TCR by respectively 496 

0.2 K and 0.1 K; their median estimates barely change. Scaling up by 50% the uncertainty 497 

range for ERFWMGG increases those bounds by 0.15 K and 0.05 K respectively, while doing so 498 

for ERFOWL increases them by 0.1 K and 0.05 K respectively; scaling down these uncertainty 499 

ranges by 50% has approximately equal but opposite effects. Reducing the aerosol forcing 500 

uncertainty range by 50% reduces the 95% bound for ECS by 0.3 K to 2.15 K and that for 501 

TCR by 0.15 K to 1.55 K. 502 
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Using unrevised AR5 forcing–concentration relationship estimates for the principal 503 

WMGG and for post-1990 aerosol and tropospheric ozone forcing results in the ECS and 504 

TCR median values increasing by 0.18 K and 0.11 K respectively. The 95% uncertainty 505 

bounds for ECS and TCR increase more, by 0.8 K and 0.35 K respectively, but remain well 506 

below their levels in LC15. In contrast, computing 0−2000 m OHU using only Cheng et al., or 507 

only Levitus et al., data instead of using estimates averaged over those datasets (and, for the 508 

0–700 m layer, the Ishii and Kimoto dataset), affects ECS best estimates by merely  ±2−3%, 509 

with the 95% bound altering by ±0.1 K; TCR estimates are unaffected.  510 

7.    Discussion   511 

Since publication of LC15, various papers have claimed that the energy budget approach 512 

and/or temperature dataset used in LC15 do not enable ECS and TCR to be determined 513 

satisfactorily from historical observations, and lead to the LC15 estimates being biased low.  514 

Here we address these critiques, as well as implications of feedback analysis and research 515 

concerning SST warming patterns. 516 

a.  Role of historical sea-surface temperature warming patterns 517 

The pattern of observed surface warming over the historical period differs from that 518 

simulated by most CMIP5 models. Gregory and Andrews (2016) (GA16) found that feedback 519 

strength λ in simulations by two atmosphere-only models (AGCMs), HadGEM2-A and 520 

HadCM3-A, driven by observed evolving changes in SST and sea-ice, but with preindustrial 521 

atmospheric composition and other forcings fixed (amipPiForcing), was considerably higher 522 

over the historical period than in years 1–20 of abrupt4xCO2 simulations. Moreover,  λ 523 

showed substantial decadal variation, being particularly large over the post-1978 period. Zhou 524 

et al. (2016) found broadly similar behavior in two other AGCMs. 525 
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We focus here on GA16's amipPiForcing simulation data from the more advanced, 526 

current generation HadGEM2 model. GA16's analysis of variation in λ (their α ) measured by 527 

regression over a 30-year sliding window, with small temperature changes except towards the 528 

end, is not relevant to energy budget estimation spanning much longer periods and larger 529 

changes. Moreover, GA16’s analysis method produces large variability in λ estimates when 530 

tested on pseudodata embodying a constant λ (Figure S2).  531 

Plotting ΔR against ΔT using pentadal means, averaging-out interannual noise, and 532 

considering how averages over consecutive longer periods compare (Figure 5a), provides a 533 

more suitable assessment of the stability of feedback strength in HadGEM2-A over the 534 

historical period. Over the last 75 years, during which over 80% of the total forcing change 535 

occurred, ΔR and ΔT pentadal anomalies are clustered around the best-fit line, with means for 536 

all five 15-year sub-periods lying very close to it. There are a few pentadal  points some 537 

distance from the best fit line, as one would expect from internal variability, but little 538 

evidence of fluctuating multidecadal feedback strength. The largest excursions of ΔR from the 539 

best-fit λ estimate of 1.90 Wm−2K−1 were in the 20 years prior to 1925 and in the decade 540 

centered on 1980 (Figure S3).2 The latter was responsible for the strong 1970−1995 upwards 541 

trend in 30-year regression-based λ in GA16 Figure 2(a); if the 1976−1985 ΔR values are 542 

suitably adjusted, the trend is flat from 1960 on (Figure S4). However, the anomalous ΔR 543 

values circa 1980 have only a minor effect on λ estimates derived from 15-year means: for 544 

both 1966−1980 and 1981−1995, ΔR / ΔT was only 7% lower than for 1996−2010. The early 545 

heavy volcanism (during 1883–1905) appears not to have affected the best-fit λ: the ratio of 546 

changes in R and T between 1931−1960 and 1996−2010, two volcanism-free periods, gives 547 

                                                           
2 The first excursion is cotemporaneous with a period of strongly negative SST anomalies in the North Atlantic 

and reconstructed salinity anomalies in the Labrador Sea (Muller et al. 2014). The second excursion is 

cotemporaneous with decadal variability linked to the 1976 Pacific climate shift (Trenberth and Hurrell 1994). 

Both events likely arose from multidecadal internal variability; there is little evidence of either being forced. 
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almost the same value. Fits for each individual amipPiForcing run are very similar (negligible 548 

y-intercept, slopes within 5% of the 1.90 Wm−2K−1 for the ensemble-mean, R2 = 0.93 versus 549 

0.94 for the ensemble-mean, in all cases with 1906−25 data excluded). This analysis shows 550 

that HadGEM2-A displays a near constant λ of 1.9 Wm−2K−1 over the historical period when 551 

driven by observed evolving SST patterns – over 2.3⤬ as high as the 0.82 W m−2K−1 over 552 

years 1−20 of HadGEM2-ES's abrupt4xCO2 simulation, and corresponding to an effective 553 

climate sensitivity of only 1.67 K.3  554 

GA16 offered three possible explanations for feedback strength being higher over the 555 

historical period in their amipPiForcing experiments than over years 1−20 of the 556 

abrupt4xCO2 simulations. They found two of them conflicted with their calculated trends in 557 

λ, leading them to favour the importance of the third explanation, being that unforced 558 

variability strongly influenced historical variations in SST patterns. However, Zhou et al. 559 

(2016) found that if CMIP5 control simulations realistically estimate internal variability on 560 

decadal timescales, then at least part of the 1980-2005 SST trend pattern must be forced. In 561 

HadGEM2's case, under 1% of internal variability realizations simulated by CMIP5 562 

AOGCMs would raise the ΔR value for the final 15 years of the amipPiForcing run implied 563 

by the λ value HadGEM2-ES exhibits early in its abrupt4xCO2 simulation even 30% towards 564 

its actual amipPiForcing value (Figure S5). Our finding that the relationship between pentadal 565 

ΔR and ΔT in HadGEM2-A during its amipPiForcing experiment is stable, apart from two 566 

excursions, (Figures 5a and S3) strongly points to the observed SST pattern evolution being 567 

largely forced and to much lower λ values in years 1−20 of HadGEM2-ES's abrupt4xCO2 568 

experiment reflecting unrealistic simulated SST pattern evolution. If follows that there is no 569 

reason to believe energy budget sensitivity estimates based on changes over the full historical 570 

period are biased downwards by internal variability in SST patterns.  571 

                                                           
3 Based on our estimated 2 CO2F   for HadGEM2-ES of 3.18 Wm−2. 
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Observational estimates of the relationship between ΔR and ΔT throughout the 572 

historical period are also relevant. We estimate λ using all 15-year periods in 1927−2016, as 573 

well as by regression over 1872−2016, anomalizing relative to a 1850−1884 base period. 574 

Average volcanism in 1850−1884 matches that over both 1927−2016 and 1872−2016, and 575 

when using 2007−2016 anomalies that base period gives the same λ estimate (2.29 Wm−2K−1, 576 

corresponding to an ECS of 1.66 K) as per the main 2007-2016 based results with globally-577 

complete ΔT. Until recent decades ΔR was unobserved; we approximate it by scaling ΔF pro 578 

rata to the observationally-estimated ΔR:ΔF ratio for 1869−1882 to 2007−2016, assuming 579 

that ΔN is proportional to ΔT over the historical period (Gregory and Forster 2008). We scale 580 

ERFVolcano by 0.55 to adjust for its low efficacy. Our no-intercept pentadal regression fit over 581 

1872–2016 gives λ = 2.27 Wm−2K−1.  Post-1926 (ΔR, ΔT) pentadal means (Figure 5b) cluster 582 

around the best-fit line, while most of the 15-year means lie almost on it.  583 

The considerable stability of observationally-based λ estimates over 1927−2016 584 

provides further evidence that feedback strength did not fluctuate materially during the 585 

historical period, and strengthens confidence in our main results. 586 

b. Weaknesses in the feedback analysis constraint 587 

It has been argued that relatively well understood feedbacks (water vapor/lapse rate, 588 

albedo) imply, in the absence of evidence for cloud feedbacks being significantly negative, an 589 

upper bound on the climate feedback parameter corresponding to ECS being 2 K or higher, 590 

particularly if anvil cloud-height feedback is also included. However, an analysis of feedbacks 591 

and forcing in CMIP5 models (Caldwell et al. 2016) indicates that if diagnosed cloud 592 

feedbacks are excluded, the median implied ECS reduces from 3.4 K to 2.3 K, with ECS 593 

falling below 2 K in a quarter of the models. More fundamentally, the fact that AGCMs can 594 
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generate widely varying climate feedback strength depending on the pattern of SST change 595 

(which feedback analysis does not constrain) weakens the feedbacks constraint argument.  596 

A substantial part of the initial radiative response to CO2 forcing may be viewed (and 597 

mathematically modeled) as reflecting a sub-decadal timescale ocean adjustment process 598 

during which ocean heat transport and SST patterns alter, negatively affecting shortwave 599 

cloud radiative effect (Andrews et al. 2015) so that R increases for a given T, thus partially 600 

counteracting the forcing independently of surface temperature increase (Williams et al. 2008; 601 

Sherwood et al. 2015; Rugenstein et al. 2016). Feedback analysis derived constraints, even if 602 

correct, do not apply to such an adjustment. Accordingly, as during the initial decade or two 603 

the radiative response partly reflects adjustments, the apparent climate feedback parameter 604 

may be considerably higher then than feedback analysis suggests is possible. While the 605 

(lower) underlying climate feedback parameter if not affected by adjustments, and may be 606 

time-invariant, ECS is affected. 607 

In abrupt4xCO2 simulations, where diagnosed climate feedback strength is typically 608 

substantially greater in the first decade or two than subsequently, eigenmode decomposition 609 

of CMIP5 AOGCM responses (Proistosescu and Huybers 2017) indicates that only about one-610 

third of the initial forcing remains once sub-decadal timescale responses are complete, and 611 

that the climate feedback parameter associated with sub-decadal timescale responses, if not 612 

regarded as partially associated with adjustment processes, ranges up to 3 Wm−2 K−1.  613 

We conclude that simple global feedback analysis cannot rule out low ECS even if 614 

global cloud feedback is ultimately positive, because radiative response, forcing adjustments 615 

and feedbacks depend on the pattern of SST warming, which may differ significantly from 616 

that simulated by AOGCMs. 617 
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c.  ERF efficacy  618 

There have been suggestions that the composite forcing during the historical period 619 

has an overall ERF efficacy below one, so that historical forcing will have produced less 620 

warming than CO2 forcing of equal ERF magnitude (Shindell 2014; Kummer and Dessler 621 

2014; Marvel et al. 2016). In most cases, the shortfall is attributed principally to spatially 622 

inhomogeneous negative aerosol forcing having an efficacy exceeding one. Using historical 623 

all-forcings, WMGG-only and natural forcings-only simulations by a small ensemble of 624 

CMIP5 models, Shindell estimated that aerosol ERF – combined with the much smaller ozone 625 

ERF – had an  efficacy of 1.5, resulting in the (transient) efficacy of historical ERF being 626 

approximately 0.85. Kummer and Dessler showed that applying Shindell's aerosol and ozone 627 

ERF efficacy estimate increased their ECS estimate by 50%.  628 

Marvel et al., using the GISS-E2-R model and a set of single-forcing simulation-629 

ensembles as well as a historical all-forcings simulation-ensemble, with the applicable ERF 630 

determined from a further set of simulation-ensembles, estimated historical composite ERF to 631 

have transient and equilibrium efficacies below one; we discuss these findings below. 632 

However, they found that these shortfalls were due to solar, volcanic, ozone and (for 633 

equilibrium efficacy) WMGG ERF having an efficacy below one, with aerosol ERF having an 634 

efficacy of 1.0. Other single forcing simulation studies also indicate that aerosol ERF does not 635 

have an efficacy exceeding one (Hansen et al. 2005; Ocko et al. 2014; Paynter and Frölicher 636 

2015; Forster 2016). Although Rotstayn et al. (2015) obtained an aerosol ERF efficacy 637 

estimate of 1.4 by regressing surface temperature change over the historical period against 638 

estimated aerosol ERF in an ensemble of CMIP5 models, their result is strongly model-639 

ensemble dependent. Excluding an outlier model (FGOALS-s2) makes their efficacy estimate 640 

statistically indistinguishable from one.  641 
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Complicating matters, for aerosols the forcing and response may vary significantly 642 

with climate state (Miller et al. 2014; Nazarenko et al. 2017).Shindell (2014) (and thereby 643 

Kummer and Dessler 2014) and Marvel et al. (2016) estimated aerosol ERF using model 644 

simulations in which the climate state differed from that when composite historical forcing 645 

was applied, so their results are unreliable in the presence of aerosol forcing or response 646 

climate-state dependency. As Shindell differenced results from forced simulations involving 647 

different climate states and forcing combinations, his findings (and thereby Kummer and 648 

Dessler's) are particularly susceptible to bias from aerosol forcing or response climate-state 649 

dependency.  650 

Efficacy estimates based purely on composite historical forcing may be more reliable. 651 

Marvel et al. estimated the efficacy (their transient efficacy) of composite historical 652 

instantaneous radiative forcing at the tropopause (iRF, an approximation to RF) as 1.00. 653 

Although their corresponding ERF (transient) efficacy estimate, which is more relevant to 654 

energy-budget studies, was 0.88, they derived it by comparing year-2000 forcing with mean 655 

1996−2005 temperatures, which does not produce a satisfactory estimate. In GISS-E2-R, year 656 

2000 forcing was higher than the 1996−2005 mean, and surface temperature in the second 657 

half of the 1990s was still depressed by recovery from the Pinatubo eruption (Table S1). 658 

Recalculating efficacy using warming over 2000−2005, scaling year-2000 historical ERF by 659 

the ratio of average 2000−2005 iRF to year-2000 iRF, raises the Marvel et al. (transient) 660 

efficacy of historical ERF to 1.00 (Supplementary Material: S3). Consistent with this, Hansen 661 

et al. (2005) estimated (transient) efficacy relative to historical ERF derived by regression as 662 

marginally above one.  663 

Marvel et al. also derived a new efficacy metric, equilibrium efficacy, that accounts 664 

for variation in heat uptake efficiency between forcings. However, their methods also bias 665 

downwards their historical forcing equilibrium efficacy estimates. Recalculating equilibrium 666 
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efficacy for historical ERF using the same mean 2000−2005 historical ERF value as for our 667 

re-estimation of transient efficacy, and the full TOA radiative imbalance rather than just its 668 

ocean heat uptake component, raises their 0.76 equilibrium efficacy estimate to 1.04 when the 669 

comparison is made with the response to CO2-only forcing over a similar time period 670 

(Supplementary Material: S3).  671 

Hence we conclude that assertions that historical forcing has an efficacy below one 672 

appear to be unjustified, so that the assumption of λ being independent of forcing composition 673 

holds for the change in composite forcing over the historical period (of which the volcanic 674 

component is negligible). 675 

d. Global incompleteness of the surface temperature dataset  676 

In principle a globally-complete surface temperature dataset is preferable, although the 677 

potential inaccuracy introduced by infilling might be greater than estimated, particularly in the 678 

early part of the record. Even during the well-observed satellite period, it is not invariably true 679 

that infilling is beneficial. ECMWF (2015) gives a global-mean comparison over 1979−2014 680 

of 2 m air temperature for land and SST for ocean per ERA-interim (Dee et al. 2011) – 681 

generally considered the best reanalysis dataset – both on a globally-complete basis and with 682 

monthly coverage reduced to match that of HadCRUT4. The 1979−2014 linear trend of their 683 

globally-complete estimates was closely in line with that based on HadCRUT4 coverage 684 

(which equaled the actual HadCRUT4v5 trend), whereas Had4_krig_v2 shows a 9% higher 685 

trend over that period.  686 

Nevertheless, it is more appropriate to use sensitivity estimates based on globally-687 

complete surface temperature data for comparisons with CMIP5 model ECS and TCR values 688 

and others based on globally-complete data. We use only our Had4_krig_v2-based estimates 689 

for doing so. 690 
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e. Use of anomaly temperatures and SST versus air temperature over the oceans 691 

Using CMIP5 model simulations, it has been claimed (Cowtan et al. 2015; Richardson 692 

et al. 2016) that even a globally-complete surface temperature estimate like Had4_krig_v2 693 

may understate warming in global mean near-surface air temperature due to its use of SST 694 

over the ice-free ocean and of anomaly temperatures. Richardson et al. (2016) estimated a 695 

historical bias of 7−9% if real-world behavior matched that of the average CMIP5 model. 696 

They refer to the related discussion by Cowtan et al. (2015), who estimated an average bias of 697 

7% for historical warming (their Table S1, averaging all periods with >0.2 K warming). Two 698 

causes each contributed approximately half of the 7% bias. 699 

First, Cowtan et al. argued that temperature changes in areas becoming free of sea ice, 700 

as it shrinks, are understated due to the use of anomalies. However, CMIP5 model simulations 701 

cannot provide a realistic estimate of any resulting bias in historical warming, since most 702 

models simulate strong warming in Antarctica and a reduction in surrounding sea ice, whereas 703 

little Antarctic warming has occurred and sea ice there has actually increased. Cowtan and 704 

Way (2014: update) found that in reality the effect on temperature estimates of assuming sea 705 

ice extent was fixed (in which case no bias arises) was minimal.  706 

Secondly, Cowtan et al. argued that in CMIP5 models SST (tos) warms less than 707 

ocean near-surface air temperature (tas), resulting on average in surface temperature warming 708 

less when SST rather than marine air temperature is used. However, CMIP5 models generally 709 

treat the ocean's skin temperature, which determines its interactions with the atmosphere, as 710 

equal to the top model ocean layer, typically 10 m deep, so that tas – tos really reflects the 711 

difference between model-simulated air temperature and ocean skin temperature. Even if the 712 

excess of near-surface air temperature increase over ocean skin temperature increase in 713 

CMIP5 models is realistic, SST, which is typically measured at 5−10 m deep, is significantly 714 

different from skin temperature and may increase faster. Observations provide alternative 715 
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evidence. The HadNMAT2 (Kent et al. 2013) dataset shows a lower global trend in near-716 

surface marine air temperature over its 1880−2010 record than does HadSST3.1.1.0, the sea-717 

surface temperature component of HadCRUT4v5, although possible inhomogeneities mean 718 

this result is uncertain. Moreover, the 1979−2014 trend in the globally-complete ERA-interim 719 

data increases by just 2% when using background 2 m marine air temperature (calculated by 720 

the reanalysis AGCM) rather than SST (ECMWF 2015).4 Over 1979 to July 2016 – a period 721 

in which the bulk of the historical period warming and sea-ice reduction occurred – ERA-722 

interim shows marginally greater warming when using background marine air temperature 723 

rather than analyzed SST, but the trend is 0.17 K/decade in both cases – and lower than the 724 

0.18 K/decade per both the SST-using HadCRUT4v5 and Had4_krig_v2 datasets (Simmons 725 

et al. 2017).  726 

On balance the observational evidence points to past warming in global mean 727 

temperature when using near-surface air temperature everywhere being little different from 728 

when blending it with SST over the ocean. The evidence from comparing ERA-interim trends 729 

using marine air temperature and using SST, which points to approximately 2% slower 730 

warming when using SST, is perhaps most credible. However, this excess is tiny, and could 731 

be biased high by the reanalysis AGCM's behavior.   732 

We conclude that any underestimation of past global near-surface air temperature 733 

warming arising from blending SST data over the ice-free ocean with near-surface air 734 

temperature elsewhere, as in Had4_krig_v2, is sufficiently small to be ignored (and could 735 

                                                           
4 Digitizing the complete global averages data in the ECMWF (2015) bar graph gives a 1979−2014 trend of 

0.158 K decade−1, or 0.159 K decade−1 when masked to HadCRUT4 coverage. This data is a blend of 2 m 

temperature over land and SST over ocean (Paul Berrisford, ECMWF, pers. comm. 2016). A 2% higher 

1979−2014 trend of 0.161 K decade−1 was computed using data from 

https://climate.copernicus.eu/sites/default/files/repository/Temp_maps/Data_for_month_8_2017_plot_3.txt. That 

data is for surface air temperature anomalies. Both sets of data have been adjusted by ECMWF for 

inhomogeneities in their source of analyzed SST. 
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even be negative). While incorporating an extra, multiplicative, uncertainty with a standard 736 

deviation of 4% in all the Had4_krig_v2 ΔT values might nevertheless be justified, it would 737 

not alter any ECS or TCR 5-95% uncertainty range by more than ±0.01 K.  738 

f. ECS versus ECShist 739 

The possibility that energy-budget climate sensitivity estimates based on changes over 740 

the historical period, which measure λ over that period and assume it is invariant (and which 741 

thus actually reflect an effective climate sensitivity, ECShist), might differ from ECS was 742 

brought up in section 2. ECShist can be quantified fairly accurately in AOGCMs, their ECS 743 

estimated from centennial model response in abrupt4xCO2 simulations, and an ECS-to-744 

ECShist ratio derived.  745 

We have calculated an ECS-to-ECShist ratio for an ensemble of 31 CMIP5 models, 746 

deriving ECS by Gregory-plot regression (Gregory et al. 2004) over years 21−150 (Armour 747 

2017) and taking the mean ECShist estimate from three methods that access different 748 

realisations of model internal variability (Supplementary Material: S4). The three methods 749 

provide almost identical ensemble-mean ECShist estimates (Table S2). Over the entire 750 

ensemble, ECS varies between 0.91⤬ and 1.52⤬ ECShist, the median ratio being 1.095, very 751 

close to the 1.096 ratio estimated by Mauritsen and Pincus (2017). Armour (2017) and 752 

Proistosescu and Huybers (2017) reported higher ECS-to-ECShist ratios (respectively 1.26 753 

ensemble-mean and 1.34 ensemble-median), but we find their estimation methods less 754 

satisfactory, causing quantifiable biases.  755 

A reconciliation of the mean ECS-to-ECShist ratio for CMIP5 per Armour (2017) 756 

(A17) to our 1.095 ratio is as follows. We provide a similar reconciliation for Proistosescu 757 

and Huybers (2017) in the Supplementary Material (S5).  758 
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1. A17, in calculating ECShist values (there termed ECSinfer), estimated 2 CO2F   from the y-759 

axis intercept when regressing ΔN against ΔT over years 1−5 of abrupt4xCO2 760 

simulations. Doing so does not provide an unbiased ERF basis estimate of 2 CO2F  , 761 

since during year one CO2 top-of-atmosphere forcing is moving from its instantaneous 762 

value towards its ERF value as the stratosphere, troposphere and other annual- or 763 

shorter-timescale climate system components adjust to the imposed forcing 764 

independently of surface temperature increase. For example, stratospheric adjustment, 765 

which reduces forcing, takes several months to complete. When regressing over only 766 

five years, the inclusion of year one data significantly increases the mean 2 CO2F   767 

estimate, resulting in lower ECShist estimates. We regress over years 2−10, avoiding 768 

bias from non-fully adjusted year one data; time-variation of λ is insignificant in the 769 

first decade. A17's ensemble-mean ECS-to-ECShist ratio calculated using regression 770 

over years 2−10 to determine 2 CO2F  , but otherwise using his methods, would be 771 

1.215. 772 

2. A17 did not allow for the slightly faster than logarithmic relationship of CO2 forcing 773 

to concentration (Etminan et al. 2016). There is no reason to think that CO2 radiative 774 

forcing code in CMIP5 models does not, on average, reflect that relationship – the 775 

logarithmic relationship given in AR5 was known only to be an approximation. The 776 

effect is a 0.7% upwards bias in A17's mean ECShist estimate (which is based on ΔN 777 

and ΔT values in years 85−115 of 1pctCO2 simulations) but a 4.6% upwards bias in 778 

A17's mean ECS estimate (which is based on abrupt4xCO2 simulations). Adjusting 779 

for this bias (3.9% net) reduces A17's ECS-to-ECShist ratio estimate further, to 1.170. 780 

3. A17 estimate ECS using OLS regression of annual-mean years 21−150 abrupt4xCO2 781 

ΔN and ΔT values, but ΔT as well as ΔN is affected by internal variability and their 782 
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fluctuations are generally weakly correlated. Where the regressor variable contains 783 

errors, OLS regression underestimates the slope coefficient (Deming, 1943). Using 784 

Deming regression to derive unbiased ECS estimates (Supplementary Material S4), 785 

A17's ensemble-mean ECS estimate is 2.0% lower than when using OLS regression. 786 

Adjusting for this bias further reduces A17's ensemble-mean ECS-to-ECShist ratio, to 787 

1.146. 788 

4. We use three different methods to estimate ECShist, one being A17's method, 789 

averaging their results. For A17's ensemble our mean ECShist estimate is the same as 790 

when using only A17's method, so using our ECShist estimation basis its mean ECS-to-791 

ECShist ratio is also 1.146. 792 

5. A17 quote a mean ECS-to-ECShist ratio, but since the distribution is skewed it is 793 

appropriate to use the median, a robust and parameterization-independent measure, as 794 

the central estimate. The ensemble-median A17 ECS-to-ECShist ratio, using our 795 

ECShist calculation basis, is 1.115, lower than the 1.146 mean ECS-to-ECShist ratio. 796 

6. A17 use a smaller ensemble of CMIP5 models (21 rather than our 31), which 797 

disproportionately excludes models with low ECS-to-ECShist ratios. For our ensemble, 798 

the median ECS-to-ECShist ratio using our calculation basis is 1.095.5  799 

The ECS-to-ECShist ratio in CMIP5 models should vary positively with ECShist (Armour 800 

2017); it tends to do so and is generally moderate (≤ 1.16) where ECShist is under 2.9 K, 801 

although a linear fit has little explanatory power. We derive a probabilistic estimate for ECS 802 

that reflects behavior of CMIP5 models by scaling our globally-complete Had4_krig_v2-803 

based energy-budget ECShist estimate using CMIP5 model ECS-to-ECShist ratios, binned (0.2 804 

K width) by ECShist. We allocate the million sample observationally-based ECShist estimates 805 

between the bins and scale them by the ECS-to-ECShist ratios of models in each bin, taking 806 

                                                           
5 If our ensemble were equally weighted by modeling center, the median ECS-to-ECShist ratio would be 1.082. 
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models from the nearest bin(s) where the ECShist bin is empty and allocating samples falling 807 

in each bin equally between the applicable models. The resulting ECS median estimate is 1.76 808 

K (5–95%:1.2–3.1 K). Scaling the median of our energy-budget ECShist estimate by the 1.06 809 

median ECS-to-ECShist ratio for the 14 CMIP5 models with an ECShist value within its 810 

1.15−2.7 K uncertainty range likewise produces a 1.76 K median ECS estimate. A 3.1 K 95% 811 

uncertainty bound for ECS also results if the million sample Had4_krig_v2-based ECShist 812 

estimates are scaled using the CMIP5 ensemble-median ECS-to-ECShist ratio of 1.095 with 813 

normally-distributed uncertainty added to give a 0.79–1.40 5−95% range.   814 

The upper bound generated for ECS is not necessarily robust; the joint distribution of 815 

ECS and ECShist in CMIP5 models may not be a realistic enough measure of uncertainty in 816 

the ECS-to-ECShist ratio, nor is not known how accurately ECS can be estimated from 150 817 

year abrupt4xCO2 simulations. If the 95% uncertainty bound for ECShist estimated using 818 

Had4_krig_v2 data, 2.7 K, were scaled up by the highest ECS-to-ECShist ratio among CMIP5 819 

models with an ECShist below 2.85 K, the ECS upper bound would be 3.4 K. However, much 820 

of any excess of ECS over ECShist would take centuries to be realised in surface warming, 821 

with little effect on warming in 2100. Twenty-first century warming arising from future 822 

forcing increases will largely be determined by TCR, with any excess of ECS over ECShist 823 

being almost irrelevant. Even if the highest ECS-to-ECShist ratio found in CMIP5 models 824 

applied, warming in 2100 due to the past increase in forcing would be only 0.1 K greater than 825 

if ECS equaled ECShist (Mauritsen and Pincus 2017). 826 

Observationally-based evidence of the ECS-ECShist relationship can be obtained by 827 

comparing historical-period energy budget sensitivity estimates with those based on past 828 

changes between equilibrium climate states (implying zero N ), using proxy paleoclimate 829 

data. However, uncertainties in forcing and temperature changes are considerably greater for 830 

past periods, particularly for more remote periods, and climate feedbacks might have been 831 
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considerably different then. The most recent and best studied such change is that from the last 832 

glacial maximum (LGM) to the preindustrial Holocene. It is not obvious that ECS for the 833 

LGM transition should be lower than from preindustrial conditions, and an energy-budget 834 

approach has long been applied to estimate ECS from this period. Although Goelzer et al. 835 

(2011) found that the LGM-transition ECS could be reduced by melting ice sheets, the effect 836 

was minimal when estimated ECS was below 2.5 K.  837 

Reasonably thorough proxy-based estimates of changes in surface temperature (Annan et 838 

al. 2013: 4.0 K; Friedrich et al. 2016: 5.0 K) and forcings (Kohler et al. 2010: total 9.5 Wm−2) 839 

are available for the LGM transition. These values imply, using (4), an ECS estimate of 1.76 840 

K, (averaging the two surface temperature increase estimates and taking 2 CO2F   per AR5, 841 

since the WMGG forcings were derived using AR5 formulae), in line with the median 842 

obtained by scaling this study's ECShist estimate.  843 

8.    Conclusions 844 

Using updated and revised data, we have derived ECShist and TCR estimates that are much 845 

better constrained, and slightly lower when using the same surface temperature dataset 846 

(HadCRUT4), than those in the predecessor LC15 study: 1.50 K median (5−95%: 1.05−2.45 847 

K) for ECShist and 1.20 K median (5−95%: 0.9−1.7 K) for TCR. Using infilled, globally-848 

complete temperature data (Had4_krig_v 2) slightly increases the new estimates, to a median 849 

of 1.66 K for ECShist (5−95%: 1.15−2.7 K) and 1.33 K for TCR (5−95%:1.0−1.90 K). We 850 

have also shown that various concerns that have been raised about the accuracy of historical 851 

period energy budget climate sensitivity estimation are misplaced. We assess nil bias from 852 

either non-unit forcing efficacy or varying SST warming patterns, and that any downwards 853 

estimation bias when using blended infilled surface temperature data is trivial. We find that 854 

high CMIP5 model-based estimates of the ratio of ECS to ECShist, the proxy for ECS that 855 
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historical period based studies estimate, become far lower when calculated more 856 

appropriately. By using the ECS-to-ECShist ratios that we calculate for CMIP5 models to scale 857 

our Had4_krig_v2-based ECShist probability distribution, we derive a median estimate for 858 

ECS of 1.76 K (5−95%: 1.2−3.1 K). 859 

Relative to LC15, most of the improvement in ECS estimation precision is due to 860 

higher greenhouse gas concentrations when using data to 2016 rather than 2011 and to the 861 

revisions to estimated CH4 and post-1990 aerosol forcing. Forcing uncertainty remains the 862 

dominant contributor to the widths of the ECS and TCR ranges, and reducing the uncertainty 863 

in aerosol forcing would narrow them much more than reducing uncertainty in any other 864 

forcing component. 865 

It is notable that the best estimates for both ECS and TCR are almost identical across 866 

all four combinations of base period and final period. This is consistent with a modest 867 

influence of shorter-term climate system internal variability and of measurement/estimation 868 

error on energy budget sensitivity estimates. The estimates using the 1869−1882 base period 869 

and 2007−2016 final period combination are preferred; they have the highest T  and F  870 

values and as a result are best constrained. Moreover, with the Argo ocean-observing network 871 

fully operational throughout 2007–2016, there is also higher confidence in the reliability of 872 

the ocean heat uptake estimate when using that final period. Although HadCRUT4 873 

observational coverage was modest during 1869−1882, the fact that TCR estimation is very 874 

similar using the higher-coverage 1930−1950 base period gives confidence in the ECS and 875 

TCR estimates using the former base period.  876 

Over half of 31 CMIP5 models have best-estimate ECShist values of 2.9 K or higher, 877 

exceeding by over 7% our 2.7 K observationally-based 95% uncertainty bound using infilled 878 

temperature data. Moreover, a majority of the models have best-estimate TCR values above 879 

our corresponding 1.9 K 95% bound. A majority of the models also have best-estimate ECS 880 
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values above our 3.1 K 95% bound. A simplified analysis (Table 5) based on considering in 881 

turn uncertainty only in T , 2 CO2/F F   and 2 CO2/N F   (thus taking into account 882 

uncertainty in 2 CO2F  ), confirms that in each case the lowest CMIP5 model TCR and ECShist 883 

values that we find to be inconsistent with observed warming imply, implausibly, that T , 884 

2 CO2/F F   and 2 CO2/N F   have values outside their uncertainty ranges. 885 

The implications of our results are that high best estimates of ECShist, ECS and TCR 886 

derived from a majority of CMIP5 climate models are inconsistent with observed warming 887 

during the historical period (confidence level 95%). Moreover, our median ECS and TCR 888 

estimates using infilled temperature data imply multicentennial or multidecadal future 889 

warming under increasing forcing of only 55−70% of the mean warming simulated by CMIP5 890 

models.  891 
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Table captions 1121 

Table 1 Components of ERF and treatment of their uncertainties. Units are Wm−2.  1122 

Table 2 Best estimates (medians) and 5–95% uncertainty ranges for changes T  in global 1123 

mean surface temperature, F in effective radiative forcing and N  in total heat uptake 1124 

between the base and final periods indicated. The final two lines, in italics, show comparative 1125 

results for LC15 for the first two period combinations given in that paper. The values for F  1126 

are after probabilistically applying the AR5 efficacy range for ERFBCsnow. 1127 

Table 3 Best estimates (medians) and uncertainty ranges for ECS and TCR using the base and 1128 

final periods indicated. Values in roman type compute T using the HadCRUT4v5 dataset; 1129 

values in italics compute T using the infilled, globally-complete Had4_krig_v2 dataset. 1130 

Ranges are stated to the nearest 0.05 K. The final two lines show the comparable results from 1131 

Lewis and Curry (2015) for the first two period combinations given in that paper. All these 1132 

ECS estimates assume that the climate feedback parameter is a constant. 1133 

Table 4 Sensitivity of best estimates and uncertainty ranges for ECS and TCR. Ranges are 1134 

stated to the nearest 0.05 K. 1135 

Table 5 Simplified, one-at-a-time analysis of data values implied by statistically inconsistent 1136 

CMIP5 models. The first two rows of data show the values of each of T , 2 CO2/F F   and 1137 

2 CO2/N F   implied by the stated ECShist and TCR values, if the remaining two of those 1138 

variables each took its median value. Those ECShist and TCR values are, for each parameter, 1139 

the lowest for any CMIP5 model in the ensemble that is above the 95% uncertainty bounds 1140 

given by the preferred (1859–82 to 2007–16) estimates from the main analysis using the 1141 

globally-complete Had4_krig_v2 dataset. The final row shows the observationally-derived 1142 

uncertainty ranges the three variables.  Best estimates and uncertainty ranges are derived from 1143 

the same one million samples used for the main statistical analysis.  1144 
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Figure captions 1145 

Fig. 1  Comparison of actual and step-emulated ensemble-mean changes from preindustrial in 1146 

global surface temperature, ΔT, and TOA radiative imbalance, ΔN, in 1pctCO2 simulations. 1147 

Small and large circles show respectively annual and pentadal mean actual values, blue for ΔT 1148 

and green for ΔN. The red and magenta lines show respectively ΔT and ΔN values as 1149 

emulated from the step-responses of the same models in abrupt4xCO2 simulations. The non-1150 

logarithmic element of the CO2 forcing–concentration relationship (Byrne and Goldblatt 1151 

2014;  Etminan et al. 2016) has been allowed for. The same ensemble of 31 CMIP5 models is 1152 

used as in Table S2. The minor excess of the emulated ΔN values in the middle years is due 1153 

principally to the behavior of GISS-E2 models; if their p3 versions are excluded the match for 1154 

ΔN becomes almost perfect throughout, while that for ΔT remains so.   1155 

Fig. 2  Anthropogenic forcings from 1750 to 2016. All time-series that are affected by the 1156 

revisions to AR5 CO2, CH4 and nitrous oxide forcing–concentration relationships and to post-1157 

1990 revisions to AR5 aerosol and tropospheric ozone forcing are shown separately. In some 1158 

cases the Original AR5 1750–2011 time-series overlay the Revised 1750–2016 time-series 1159 

prior to 2012. Unrevised anthropogenic forcing components (Stratospheric H2O, Land use 1160 

(albedo), BC on snow, Contrails) have been combined into a single Other Anthropogenic 1161 

time-series. Natural forcings (Solar, Volcanic) are not shown as they have not been revised 1162 

and post 2011 changes in them are very small. 1163 

Fig. 3  Natural factors that influence selection of base and final periods, and surface 1164 

temperature dataset coverage, during 1850–2016. Volcanic forcing is from AR5. The AMO 1165 

index comprises the residuals from regressing 25–60 N, 5–70 W HadSST3 data on total 1166 

forcing with years in which volcanic forcing is < −0.5 Wm−2 omitted, and is scaled up by 3 1167 

times. The MEI index has been extended before 1950 using a regression fit to the MEI.ext 1168 

index (Wolter and Timlin 2011), and then detrended (relative to time). The two indices are 1169 
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plotted as five-year centered means (three-year/one-year means for next-but-end/end years); 1170 

their units are arbitrary. Annual means of HadCRUT4v5 monthly grid-cell coverage as a 1171 

fraction of the Earth's surface are shown. The preferred base and final periods are shaded. 1172 

Fig. 4  Estimated probability density functions for ECS and TCR using each period 1173 

combination shown in the main results. Original GMST refers to use of the HadCRUT4v5 1174 

record; Infilled GMST refers to use of the Had4_krig_v2 record. Box plots show probability 1175 

percentiles, accounting for probability beyond the range plotted: 5–95 (bars at line ends), 17–1176 

83 (box-ends) and 50 (bar in box: median). 1177 

Fig.  5  Change in net outgoing radiation ΔR plotted against change in surface temperature 1178 

ΔT. Blue and cyan circles show pentadal means, red squares show 15-year means. Panel a: 1179 

average anomalies, relative to the 1871–1900 mean, from two 1871–2010 amipPiForcing 1180 

simulations by HadGEM2-A. The black line shows the linear fit with pentads spanning 1906–1181 

1925 (cyan circles) excluded (see Figure S2). No-intercept fitting with all pentads included 1182 

yields an almost identical fit. Plotted 15-year means are for periods ending 1950, 1965, 1980, 1183 

1995 and 2010. Panel b: observationally-estimated anomalies over 1872–2016 relative to the 1184 

1850–1884 mean. Forcing is as per section 3.a, with an efficacy of 0.55 applied to ERFVolcano. 1185 

ΔR is estimated as (2.52 − 0.50)/2.52 * ΔF; this scaling is based on the ΔF and ΔN values 1186 

from row one of Table 1. Had4_krig_v2 is used for ΔT. The black line shows the no-intercept 1187 

linear fit to all pentadal values. Fitting with an intercept, but excluding pentads spanning 1188 

1907–1926, gives a 1% lower best-fit slope. Plotted 15-year means are for periods 1927–1189 

1941, 1942–1956, 1957–1971, 1972–1986, 1987–2001 and 2002–2016. Pre-1927 pentads are 1190 

colored cyan.1191 
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 1192 

ERF component This study 

1750–2016 

best estimate 

Revised 

1750–2011 

best estimate 

AR5 1750–2011 best 

estimate and 90% CI 

Part treated 

as 

independent 

Added fixed 

uncertainty 

90% CI 

WMGG 3.176 2.989 2.831 (2.260–3.400) 0%  

Ozone (total) 0.392 0.379 0.350 (0.141–0.559)   

Stratospheric 

H2O 
0.074 0.073 0.073 (0.022–0.124)   

Land use 

(albedo) 
−0.151 −0.150 

−0.150 (−0.253–

−0.047)   
  

Total OWL 0.315 0.302 0.273 (0.034– 0.512) 50%  

Aerosol (total) −0.769 −0.777 

−0.900 (−1.900–

−0.100); revised to 

(−1.700–−0.100) 

25%  

BC on snow 0.040 0.040 0.040 (0.020–0.090)  Ignored  

Contrails 0.059 0.050 0.050 (0.020–0.150) Ignored  

Total 

anthropogenic  
2.821 2.581 2.294(1.134–3.334)   

Solar 0.021 0.030 
0.030 (−0.021–

+0.081) 
50% ±0.05 

Volcanic −0.099 −0.125 
−0.125 (−0.160–

−0.090) 
50% ±0.072 

Table 1 Components of ERF and treatment of their uncertainties. Units are Wm−2.  1193 

1194 
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 1195 

Base period Final period ΔT HadCRUT4 

[K] 

ΔT Had4_krig_v2  

[K] 

ΔF 

[Wm−2] 

ΔN 

[Wm−2] 

1869–1882 2007–2016 0.80 (0.65–0.95) 0.88 (0.73–1.03) 2.52 (1.68–3.36) 0.50 (0.25–0.75) 

1869–1882 1995–2016 0.73 (0.58–0.87) 0.79 (0.63–0.94) 2.26 (1.44–3.09) 0.49 (0.29–0.69) 

1850–1900 1980–2016 0.65 (0.51–0.79) 0.71 (0.56–0.86) 2.01 (1.21–2.82) 0.40 (0.21–0.60) 

1930–1950 2007–2016 0.61 (0.47–0.75) 0.65 (0.51–0.79) 1.94 (1.22–2.66) 0.45 (0.18–0.72) 

Lewis and Curry (2015) estimates for comparison 

1859–1882 1995–2011 0.71 (0.56–0.86) n/a 1.98 (0.99–2.86) 0.36 (0.15–0.58) 

1850–1900 1987–2011 0.66 (0.52–0.81) n/a 1.88 (0.92–2.74) 0.41 (0.19–0.63) 

Table 2 Best estimates (medians) and 5–95% uncertainty ranges for changes T  in global 1196 

mean surface temperature, F in effective radiative forcing and N  in total heat uptake. 1197 

between the base and final periods indicated. The final two lines show comparative values for 1198 

LC15 for the first two period combinations given in that paper. The values for F  are after 1199 

probabilistically applying the AR5 efficacy range for ERFBCsnow. 1200 

1201 
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 1202 

Base period Final period ECS  

best 

estimate 

[K] 

ECS  

17-83% 

range 

[K] 

ECS  

5-95% 

range 

[K] 

TCR  

best 

estimate 

[K] 

TCR  

17-83% 

range 

[K] 

TCR  

5-95% 

range 

[K] 

1869–1882 2007–2016 
1.50 

1.66 

1.2–1.95 

1.35–2.15 

1.05–2.45 

1.15–2.7 

1.20 

1.33 

1.0–1.45 

1.1–1.60 

0.9–1.7 

1.0–1.9 

1869–1882 1995–2016 
1.56 

1.69 

1.2–2.1 

1.35–2.25 

1.05–2.75 

1.15–3.0 

1.22 

1.32 

1.0–1.5 

1.1–1.65 

0.85–1.85 

0.95–2.0 

1850–1900 1980–2016 
1.54 

1.67 

1.2–2.15 

1.3–2.3 

1.0–2.95 

1.1–3.2 

1.23 

1.33 

1.0–1.6 

1.05–1.7 

0.85–1.95 

0.9–2.15 

1930–1950 2007–2016 
1.56 

1.65 

1.2–2.15 

1.25–2.3 

1.0–3.0 

1.05–3.15 

1.20 

1.27 

0.95–1.5 

1.05–1.6 

0.85–1.85 

0.9–1.95 

Lewis and Curry (2015) results for comparison 

1859–1882 1995–2011 1.64 1.25–2.45 1.05–4.05 1.33 1.05–1.8 0.90–2.5 

1850–1900 1987–2011 1.67 1.25–2.6 1.0–4.75 1.31 1.0–1.8 0.85–2.55 

Table 3 Best estimates (medians) and uncertainty ranges for ECS and TCR using the base and 1203 

final periods indicated. Values in roman type compute T using the HadCRUT4v5 dataset; 1204 

values in italics compute T using the infilled, globally-complete Had4_krig_v2 dataset. The 1205 

preferred estimates are shown in bold. Ranges are stated to the nearest 0.05 K. The final two 1206 

lines show the comparable results from LC15 for the first two period combinations given in 1207 

that paper. All these ECS estimates assume that the climate feedback parameter is a constant. 1208 

 1209 

 1210 

1211 
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 1212 

Variation from 1869–1882 base period, 2007–2016 

final period, main results for the HadCRUT4v5 case  

ECS  

best 

estimate 

[K] 

ECS  

5-95% 

range 

[K] 

TCR  

best 

estimate 

[K] 

TCR  

5-95% 

range 

[K] 

Base case – no variations 1.50 1.05–2.45 1.20 0.9–1.7 

Base period 1850–18821 ex low cover & volcanic yrs2 1.50 1.05–2.45 1.20 0.9–1.7 

Base period 1850–1900; volcanic efficacy 1.0 1.44 1.05–2.15 1.16 0.9–1.6 

Base period 1850–1900; volcanic efficacy 0.55 1.52 1.1–2.35 1.21 0.9–1.65 

Base period 1850–18821; volcanic efficacy 0.55 1.52 1.1–2.4 1.22 0.9–1.7 

ERFAerosol uncertainty range 5% bound as per AR5 1.51 1.05–2.65 1.21 0.9–1.8 

ERFWMGG uncertainty range scaled up by 50% 1.50 1.05–2.6 1.20 0.9–1.75 

ERFOWL uncertainty range scaled up by 50% 1.50 1.05–2.55 1.20 0.85–1.75 

ERFAerosol uncertainty range scaled down by 50% 1.50 1.1–2.15 1.20 0.95–1.55 

AR5 original ERFGHG + >1990 aerosol & O3 forcing3 1.68 1.1–3.25 1.31 0.9-2.05 

0-2000 m OHC based only on Cheng et al data 1.47 1.05–2.35 n/a n/a 

0-2000 m OHC based only on Levitus/NOAA data 1.54 1.05–2.55 n/a n/a 

ERFLUC set to zero (increases F  by 0.10 Wm−2) 1.43 1.0–2.25 1.16 0.85–1.6 

Table 4 Sensitivity of best estimates (medians) and uncertainty ranges for ECS and TCR. 1213 

Ranges are stated to the nearest 0.05 K. 1214 

1215 

                                                           
1 Heat uptake for the 1850−1882 base period is set mid-way between those for the 1850−1900 and 1869−1882 

periods, or equal to the latter when low coverage and volcanic years are excluded. 

2 The criteria for excluding years from the 1850-1882 base period due to low coverage or volcanism is 

HadCRUT4v5 areal coverage < 0.2 or ERFVolcano < –0.5 Wm−2. 

3 AR5 original (unrevised) post-2011 tropospheric ozone and aerosol forcing are derived by extrapolation using 

their small 2002−11 trends. 
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 1216 

Implied value of each variable if the other 

two each equal their median value 

ΔT [K] 
2 CO2/F F   2 CO2/N F   

Parameter and lowest inconsistent value in 

CMIP5 model ensemble 
   

ECShist: 2.89 K 1.54 0.43 0.36 

TCR: 1.91 K 1.26 0.46 n/a 

Observational 5-95% range 0.73–1.03 0.49–0.83 0.06–0.21 

Table 5 Simplified, one-at-a-time analysis of data values implied by statistically inconsistent 1217 

CMIP5 models. The first two rows of data show the values of each of T , 2 CO2/F F   and 1218 

2 CO2/N F   implied by the stated ECShist and TCR values, if the remaining two of those 1219 

variables each took its median value. Those ECShist and TCR values are, for each parameter, 1220 

the lowest for any CMIP5 model in the ensemble that is above the 95% uncertainty bounds 1221 

given by the preferred (1859–82 to 2007–16) estimates from the main analysis using the 1222 

globally-complete Had4_krig_v2 dataset. The final row shows the observationally-derived 1223 

uncertainty ranges the three variables.  Best estimates and uncertainty ranges are derived from 1224 

the same one million samples used for the main statistical analysis. 1225 

 1226 

 1227 

 1228 

 1229 

 1230 

 1231 

 1232 

 1233 

 1234 

  1235 

1236 
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 1237 

Fig. 1  Comparison of actual and step-emulated ensemble-mean changes from preindustrial in 1238 

global surface temperature, ΔT, and TOA radiative imbalance, ΔN, in 1pctCO2 simulations. 1239 

Small and large circles show respectively annual and pentadal mean actual values, blue for ΔT 1240 

and green for ΔN. The red and magenta lines show respectively ΔT and ΔN values as 1241 

emulated from the step-responses of the same models in abrupt4xCO2 simulations. The non-1242 

logarithmic element of the CO2 forcing–concentration relationship (Byrne and Goldblatt 1243 

2014;  Etminan et al. 2016) has been allowed for. The same ensemble of 31 CMIP5 models is 1244 

used as in Table S2. The minor excess of the emulated ΔN values in the middle years is due 1245 

principally to the behavior of GISS-E2 models; if their p3 versions are excluded the match for 1246 

ΔN becomes almost perfect throughout, while that for ΔT remains so.  1247 

 1248 
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 1249 

Fig. 2 Anthropogenic forcings from 1750 to 2016. All time-series that are affected by the 1250 

revisions to AR5 CO2, CH4 and nitrous oxide forcing–concentration relationships and to post-1251 

1990 revisions to AR5 aerosol and tropospheric ozone forcing are shown separately. In some 1252 

cases the Original AR5 1750–2011 time-series overlay the Revised 1750–2016 time-series 1253 

prior to 2012. Unrevised anthropogenic forcing components (Stratospheric H2O, Land use 1254 

(albedo), BC on snow, Contrails) have been combined into a single Other Anthropogenic 1255 

time-series. Natural forcings (Solar, Volcanic) are not shown as they have not been revised 1256 

and post 2011 changes in them are very small.1257 
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 1258 

Fig. 3 Natural factors that influence selection of base and final periods, and surface 1259 

temperature dataset coverage, during 1850–2016. Volcanic forcing is from AR5. The AMO 1260 

index comprises the residuals from regressing 25–60 N, 5–70 W HadSST3 data on total 1261 

forcing with years in which volcanic forcing is < −0.5 Wm−2 omitted, and is scaled up by 3 1262 

times. The MEI index has been extended before 1950 using a regression fit to the MEI.ext 1263 

index (Wolter and Timlin 2011), and then detrended (relative to time). The two indices are 1264 

plotted as five-year centered means (three-year/one-year means for next-but-end/end years); 1265 

their units are arbitrary. Annual means of HadCRUT4v5 monthly grid-cell coverage as a 1266 

fraction of the Earth's surface are shown. The preferred base and final periods are shaded. 1267 

1268 
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 1269 

 1270 

Fig. 4 Estimated probability density functions for ECS and TCR using each period 1271 

combination shown in the main results. Original GMST refers to use of the HadCRUT4v5 1272 

record; Infilled GMST refers to use of the Had4_krig_v2 record. Box plots show probability 1273 

percentiles, accounting for probability beyond the range plotted: 5–95 (bars at line ends), 17–1274 

83 (box-ends) and 50 (bar in box: median). 1275 

1276 
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 1277 

Fig. 5  Change in net outgoing radiation ΔR plotted against change in surface temperature ΔT. 1278 

Blue and cyan circles show pentadal means, red squares show 15-year means. Panel a: 1279 

average anomalies, relative to the 1871–1900 mean, from two 1871–2010 amipPiForcing 1280 

simulations by HadGEM2-A. The black line shows the linear fit with pentads spanning 1906–1281 

1925 (cyan circles) excluded (see Figure S2). No-intercept fitting with all pentads included 1282 

yields an almost identical fit. Plotted 15-year means are for periods ending 1950, 1965, 1980, 1283 

1995 and 2010. Panel b: observationally-estimated anomalies over 1872–2016 relative to the 1284 

1850–1884 mean. Forcing is as per section 3.a, with an efficacy of 0.55 applied to ERFVolcano. 1285 

ΔR is estimated as (2.52 − 0.50)/2.52 * ΔF; this scaling is based on the ΔF and ΔN values 1286 

from row one of Table 2. Had4_krig_v2 is used for ΔT. The black line shows the no-intercept 1287 

linear fit to all pentadal values. Fitting with an intercept, but excluding pentads spanning 1288 

1907–1926, gives a 1% lower best-fit slope. Plotted 15-year means are for periods 1927–1289 

1941, 1942–1956, 1957–1971, 1972–1986, 1987–2001 and 2002–2016. Pre-1927 pentads are 1290 

colored cyan. 1291 


